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Abstract

The advent of quantum information has revolutionized the world of communications and the demand for high-speed, high-capacity, and high-security communication systems is increasing. As the result, researchers are always looking for new methods to meet these needs. High-dimensional quantum systems are of increasingly greater interest as they offer increased information capacity, as well as high levels of resilience against noise, through access to the larger Hilbert spaces. Despite the benefits of communication with $d$-dimensional quantum states with $d > 2$—known as qudits—the generation, transmission, and detection of them is more challenging. In fact, the exact same exponential scaling that gives a quantum information processing in higher dimensions, its power also makes the process of encoding, measuring and transmitting of such data, more challenging.

In the first part of this thesis, we address a new method known as self-guided tomography (SGT) to characterize the unknown quantum states in higher dimensions. We prove that unlike the standard method of quantum state estimation, the autonomy, precision, and robustness of SGT against high levels of noise makes it a great candidate to work with high-dimensional quantum systems. In the second part of this thesis we work on simulating and optimizing a new nano-fabrication design for the edge coupler of lithium niobate photonic integrated circuits. This is as a segment of a larger project to build an efficient quantum router for real-world quantum networks.
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سپاسگزاری

بهش از هر چیز، مایلی از این فرصت استفاده کردم و از استاد راهنما، آندرو وایت، به دلیل حمایت هایی که دریغ در طی این سالها تشکر بی‌کنن. همکاری با آندرو مسیری سرشمار از راهنما و مشاوره تخصصی است. به آندرو: شما براً من فرادریک استاد بوده و هستید. من از شخصیت علمی و اجتماعی شما بسیار آموزنده، وامیدوار همچنان بتوانم از جواد شما به‌همان شوم. همچنین از مارکوس رامباخ، جیکی رومرو، تیل وینولد و مارسلو پریما دانشی است که به‌عنوان های فوق العاده‌ای در طول این عشق تشکر می‌کنم.

لارم میپن در اینجا از استاد مهندسی داوودی عزیزی کن درک که چرا که کمک ها و حمایت‌های پر از لطف ایشان در دوره‌های کارشناسی و کارشناسی ارشد بود که سپا امیدواری و علاقمندی من به اخلاق عقیدات دانشگاهی شد.

از همه دانشجویان این گروه، به ویژه تقوان و آسیس، ماکیل کیویمگک، کامیلی هیویجک، کامیلی اصطلاحاتی که در هم فرآ و تشکیل های این دوره، دوستانه همراه و حاضر بودن و همچنین ارزونیس هاوارد، لیاکو سو، رافائل ایریافو و جهان چاکر کار در کنار آنها یک ترکیب فوق العاده و منحصر به فرد را براً من به ارتباط آورد سپاسگزاری می‌کنم.

همچنین لازم است به طور خاص از اغراقا برود و موری کن تشرک کنم، زیرا اگر کار تلاش بی‌وقت و درخشن آنها از همان نخستین روزها یپستم من به این گروه عقیداتی نیوی، ترکیبی هنیه مسیر هم‌مرآی و آرامی در طول این دوره براً نم خوش شد.

دریس هر دستاورده در زندگی، عشق و حمایت بی پایان خانواده دلساز و به ویژه مادره بوده و هست. یاد او همراه همیشگی نظیر اغلب‌های زندگی خواهد ماند. هرگز قایوم به اندام کافی از آرامش روحی و دلگرمی ای که مادر و پدر بیندگی من هنیه کردنی قدیمی کنن. به علم، پدر دوست داشتنی شد تو همینه منبع الهام بخش و راهنمایی خریدم براً من بودهای.

همچنین در پایان می خواهم از دوستان مهیام مهرانی، فاطمه، شیبان، مازیار، احمد بیا و همسن تشکر فراوان کنم: براً علی‌ הדיןی ایفته که در کنار من ایستاده‌اید تا بتوانم با وجود همه مشکلات به راه خود ادامه دهم سپاسگزاری.
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Part I

Quantum State Tomography
Chapter 1

Introduction

In our daily life, the operation of many systems is at the classical level, meaning that in our interactions there is no significant quantum effect observed. Such classical systems are configured by a set of variables which can be determined with certainty in an ideal measurement. As the result—except in cases where we consider the effect of noise—the concept of probability in classical mechanics is not as fundamental as in quantum mechanics. In measuring a quantum phenomenon, even when having maximum knowledge about it, does not lead to a deterministic result. Probability is so basic in this case that one can consider the whole definition of quantum mechanics as an algorithm to calculate the probabilities of different outcomes in the process of the measurement. This provides the best probabilistic estimate of the quantum system which assigns a quantum mechanical description to it. Because of the resemblance with the medical computerized tomographic (CT) imaging this process of quantum state estimation is normally referred as quantum state tomography (QST).

Despite the limitations of this basic approach to characterizing more complex quantum systems—i.e. systems with more than two levels, be they either multiple qubits or single higher dimensional systems, qudits—for decades it has been the standard method of quantum state tomography, which here I call Standard tomography (ST). Although the subject of quantum state estimation is rather new compared with quantum mechanics, its importance specially in the fields of quantum information and quantum optics has attracted much interest from researchers.

In this research we examine the performance of a new QST technique called self-guided tomography (SGT) when used with qudits [1]. This new method has been already tested on qubits, there realizing the promise of: high accuracy and precision with less measurements, high robustness, and no post-processing [2]. All of these have been key issues with standard tomography when utilized for more complex systems such as qudits.

Applying quantum protocols on d-level quantum systems, with $d > 2$ (qudits), enables significant advantages which originate from access to higher dimensions of Hilbert space. The larger the dimension of the state space used to encode the quantum information, the higher the channel capacity and the more secure the quantum communication [3,4]. Other benefits of utilizing qudits for quantum information are their resilience against higher levels of noise [3,5,6] and optimal cloning [7]. In this work we use
the transverse shapes of light as qudits.

In this thesis, we first cover the basic knowledge required to work with the spatial modes of light. In Chapter 2, after a short note about discrete quantum communication elements—qubits and qudits—in Section 2.2, we get familiar with the mathematics of the transverse spatial modes. In Sections 2.3 and 2.4, we briefly address the generation of Laguerre-Gaussian modes as the Gaussian mode family that we use in our experiment. Finally, we discuss about limiting factors of using spatial modes in communication systems, Section 2.6.

In Chapter 3, after introducing Bloch sphere as the general graphical tool to picture a qubit system, and density matrix as a comprehensive mathematical tool to describe the state of the real quantum systems—Sections 3.1 and 3.2—we provide an example of two-level spatial modes. In Sections 3.4 and 3.5, we get familiar with the basic concepts as well as the historical evolutionary trends in the field of quantum state tomography. We address the theory of self-guided tomography in Section 3.6 and then finish this chapter with bringing the results achieved using SGT on two-level quantum systems—Section 3.7.

Chapter 4 covers the details of our experiment on applying self-guided tomography on 3, 5, and 20 dimensional quantum systems, Sections 4.1 to 4.3. In continue of this chapter, we present the results under both noiseless and noisy regimes and compare them to the results obtained using standard tomography in the case of qutrits \((d = 3)\) and ququints \((d = 5)\).

In Chapter 5, we address a different topic about nanofabrication of lithium niobate integrated circuits which can be considered as a platform to realize the high dimensional quantum states. Here we cover the results of our trials in simulating the edge coupler design as the critical part of the circuit structure, responsible for the magnitude of the fiber to chip loss.
Chapter 2

Communication with Spatial Modes of Light

2.1 Introduction

Different optical communication systems utilize a variety of optical properties such as polarization, wavelength, intensity, or phase in order to encode and carry information. The spatial mode of light is another degree of freedom, rather new—less used for communication systems compared with the aforementioned ones—with special characteristics which have inspired researchers toward inventing revolutionary methods in quantum communication and quantum computing.

The spatial mode of light is the profile of the electric field in three spatial dimensions. *Transverse spatial modes* are solutions of the wave equation in the paraxial limit, where there is no longitudinal component to the light’s transverse electric (E) and magnetic (B) fields. In detail, they are the transverse solutions of the Helmholtz electromagnetic wave equation under the paraxial approximation [8–10]. Higher order solutions of these spatial structures fall into different categories, perhaps best known are the Gauss-Hermite (where the transverse patterns have rectangular symmetry) and Gauss-Laguerre (cylindrical symmetry)—which are special cases of the Gauss-Ince [11], where the symmetry can be smoothly varied between the cylindrical and rectangular limits—and Gauss-Bessel, which is also cylindrically symmetric but continuous in the radial degree of freedom, as opposed to discrete like the Gauss-Laguerre [4, 12].

Since transverse modes can encode an infinite dimensional Hilbert space—a complex vector space with an inner product [13]—they are able to carry far more information than say, polarization, which is limited to a 2-dimensional Hilbert space. It is analogous to having a large set of characters in an alphabet: this allows us to encode the intended message via some physical form like specific sounds or visual characters which have a pre-agreed meaning. A larger set of symbols provides larger encoding capabilities [14–20].

Polarization is the locus of the electric field vector: if it is linear we refer to linear polarization, if it is circular, we refer to circular polarization, and between these two limits we refer to elliptical polarization. It is very uncommon to refer to polarized modes as Spin Angular Momentum (SAM) modes, as the angular momentum is not the feature of interest. Similarly, in transverse spatial modes,
the feature of interest is the locus of the phase discontinuity, not the orbital angular momentum of the field. The loci can appear as dark patterns in the optical field, straight lines, curved lines, or as points, the latter signifying a vortex. Unfortunately it is common in the literature to see transverse spatial modes referred to as orbital angular momentum (OAM) modes. This is somewhat problematic as not all transverse spatial modes have angular momentum (it would be like referring to polarization modes as spin angular momentum (SAM) modes, which we do not do). Hence in this thesis we will refer only to transverse spatial modes.

2.2 Communication with Quantum States

In classical information theory, a bit is any physical system which has two states that can encode the data, 0 and 1. Similar to the concept of the classical bit, which is independent of any specific physical system for its realization, quantum bits—qubits—can be considered as a mathematical object regardless of the type of the quantum system. However, qubits indeed are different from their classical counterpart. Actually, there is a small distinction between these two which makes huge differences in their capabilities. Both are considered having two different states—0 and 1 for classical bit and $|0\rangle$ and $|1\rangle$ for qubit—named computational basis, but qubits can take any superposition of these two states as well,

$$|\psi\rangle = \alpha |0\rangle + \beta |1\rangle.$$  

(2.1)

This is the general representation of a quantum bit where $\alpha$ and $\beta$ are complex coefficients that determine the contribution of each basis element in the linear combination of them with the probabilities

$$p(x = 0) = |\alpha|^2,$$  

$$p(x = 1) = |\beta|^2.$$  

(2.2)

In a good correspondence with the regular coordinate systems in which the vector representation of every point in the space can be divided into its building components—the portion of the basis vectors along the x and y axes—the superposition state of a qubit can be represented in a vector space as well with the components $\alpha$ and $\beta$ along the $|0\rangle$ and $|1\rangle$ bases. But this difference in the spectrum of the possible states of a quantum object is not the end of the story. In reality, what makes quantum computing an entirely different world from the classical one is that in general, outcomes are non-deterministic, meaning that probabilities are ascribed to predictions.

Let us see how and where the probability enters this topic. When measuring the state of a classical bit, knowing that its state is 0 (1), the output of our measurement will always be 0 (1) deterministically. For example, if the bit is in the state 0, measuring that bit will always yield the result “0 state”. The quantum case can be quite different. As mentioned before, in addition to $|0\rangle$ and $|1\rangle$ states, a qubit can take any superposition of them as well, $\alpha |0\rangle + \beta |1\rangle$, where $|\alpha|^2 + |\beta|^2 = 1$. Typically measurement of the qubit is limited to some basis states, say $|0\rangle$ and $|1\rangle$, and these measurements occur with certain probabilities, $P_0=|\alpha|^2$ and $P_1=|\beta|^2$, i.e. the measurement output is not deterministic.

The measurement process to determine the contribution of each of the basis on the quantum system is known as projection. The quantum object related to that is a Hermitian operator which decomposes
the building elements of the quantum state projected on each eigenstate. The spectral decomposition relation for such a measurement is

\[ \hat{M} = \sum_{n}^{N} \lambda_n \hat{P}_n = \sum_{n}^{N} \lambda_n |\phi_n\rangle \langle \phi_n| , \]  

(2.3)
in which \( \hat{P}_n \) is the definition of the projection operation and \( \hat{M} \) being the projection measurement on an \( N \) dimensional state space with the eigenstates \( \phi_n \) and the corresponding eigenvalues \( \lambda_n \). The outcome of such a measurement on an unknown quantum state \( \psi \) in the direction of each eigenstate will be a probability given by

\[ p_n = \langle \psi | \hat{P}_n | \psi \rangle = |\langle \psi | \phi_n \rangle|^2 . \]  

(2.4)
The projection operators corresponding to the computational basis of the qubit system are

\[ \hat{P}_0 = |0\rangle \langle 0| \text{ and } \hat{P}_1 = |1\rangle \langle 1|. \]  

(2.5)

In general we can choose any projective basis so long as the projectors satisfy the following identity \([21]\).

\[ \sum_{m} P_m = I . \]  

(2.6)

**Qudits**

Of course, for a practical information system in the real world, working with just one qubit is not terribly useful. So, the first thing which comes to mind is to expand the Hilbert space by using a system of multiple qubits. Another approach is to use any system which is not restricted to just two different basis states. In a mathematical definition there is no limit for such a basis for a quantum information system. We call it a qudit where the letter “\( d \)” stands for the word “dimension” representing any number of basis states greater than 2 against “\( b \)” for “binary” in “qubit”. Although in theory it does not look like there is any advantage in utilizing qudits rather than qubits, in practice there are some points to consider. One is that you rarely find a two-level-only quantum system: what experimentalists often do is to suppress the effect of extra levels of a multilevel system to extract a two-level system out of that. It would be more advantageous to apply all the channel capacity of such a system instead of blocking it. Also, if some resource is limited for a quantum computer—e.g. space, memory, or time—a specific number of qudits in that space can do more calculations than the same number of qubits. So, the bandwidth of such a system as well as the complexity of possible calculations grows considerably. The spatial modes of light provide a reliable platform to develop quantum communications based on qudits.

### 2.3 The Paraxial Wave Equation

The physical realization of the field for a propagating wave can vary widely, from a transverse electromagnetic wave radiated from an optical light source through to compressed airfields in the case
of sound waves. The mathematical description of the most of these fields is similar. A function which satisfies the following partial differential equation (wave equation):

\[ \nabla^2 u = \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2}, \]  

(2.7)

where \( c \) is the speed of propagating field—for electromagnetic waves this is the speed of light. \( \nabla^2 \) is the Laplacian operator defined by

\[ \nabla^2 u = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \]  

(2.8)

for the Cartesian coordinate system.

For a monochromatic electromagnetic wave, the time variations of the field can be considered sinusoidal. So, the solutions of the wave equation will be of the form

\[ U_0(R)e^{-i\omega t} \]

in which \( U_0(R) \) represents the complex amplitude and \( \omega \) is the angular frequency. Solving the wave equation with the solutions of this form results in a time-independent equation, the Helmholtz equation,

\[ (\nabla^2 + k^2) U(r) = 0, \]  

(2.9)

where \( k = n\omega/c \) is the wave vector. Assuming that the field propagates along the \( z \) direction, the complex amplitude will reduce to

\[ U(r) \equiv u(r)e^{ikz}, \]  

(2.10)

and substituting it into the Helmholtz equation gives

\[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} + 2ik \frac{\partial u}{\partial z} = 0. \]  

(2.11)

This assumption implies that the variations of the field in the propagation direction will be controlled mainly by the phase factor \( \exp(ikz) \) and the amplitude, \( u(r) \) is mostly under the effect of diffraction in the \( xy \) plane expressed as a function of \( r = \sqrt{x^2+y^2} \) so the changes in the \( z \) direction are very slow and can be neglected,

\[ \left| \frac{\partial^2 u}{\partial z^2} \right| \ll \left| 2k \frac{\partial u}{\partial z} \right|, \left| \frac{\partial^2 u}{\partial x^2} \right|, \left| \frac{\partial^2 u}{\partial y^2} \right|. \]  

(2.12)

As the result, the wave equation takes the form

\[ \nabla_i^2 u(s,z) + 2ik \frac{\partial u(s,z)}{\partial z} = 0, \]  

(2.13)

known as the paraxial approximation, this is applicable for every case in which the angle between the wave vector \( k \) and the optical axis \( z \) is small (\( \theta \lesssim 30^\circ \)). In the science of optics wherever the propagation of electromagnetic waves is either of the form of paraboloid or gaussian, this model can be utilized.
2.4 Gaussian Solution Families

In general, the intensity profile of a light beam changes during the propagation through free space or a homogeneous optical medium. However, within the paraxial region where the divergence of the beam is not extreme, the shape of the beam profile does not change—modulo a rescaling factor—and can be described by the Gaussian functions. A comprehensive solution for the paraxial wave equation is the one which can cover the infinite size of the Hilbert space. There are many possible solutions, notably the Gaussian mode families which include: Laguerre-Gaussian in cylindrical coordinates; Hermite-Gaussian in rectangular coordinates; and Ince-Gaussian modes in elliptical coordinates. These solutions are the best options for describing many practical conditions. Although the lowest order of the transverse modes (TEM$_{00}$ mode) is of great importance in a majority of research, especially the ones in which focusing and diverging properties matter, these higher order sets of solutions for the paraxial wave equation are suitable for the situations in which the nonlinear effects of the active laser medium should be minimized or multi-spot patterns are desired.

The base of all the Gaussian sets of solutions is the fundamental Gaussian mode (TEM$_{00}$). Lasers, if well-aligned, normally operate at this mode which has the smallest beam waist and divergence. All other higher order modes can be built from that. Let us consider that the transmitting aperture of the laser is located at the plane $z=0$ in which the amplitude distribution is Gaussian. The functional form of such a field can be described by

$$z = 0 : \quad U_0(r,0) = a_0 \exp\left(-\frac{r^2}{W_0^2} - \frac{ikr^2}{2F_0}\right) = a_0 \exp\left(-\frac{1}{2} \alpha_0 kr^2\right), \quad (2.14)$$

where $W_0$ represents the radius of the beam at $1/e$ of the maximum field amplitude, $F_0$ is the radius of curvature for the parabolic phase front, $a_0$ is the amplitude of the field at $z=0$, $r = \sqrt{x^2+y^2}$ radius of the beam and $\alpha_0$ is a complex term,

$$\alpha_0 = \frac{2}{kW_0^2} + i \frac{1}{F_0}, \quad [m^{-1}]. \quad (2.15)$$

Comparing the Eq. 2.14 with the mathematical description of a general plane wave at $z = 0$,

$$z = 0 : \quad U_0(r,0) = A_0 e^{i\phi_0}, \quad (2.16)$$

the amplitude and phase of the Gaussian beam are as follows

$$A_0 = a_0 \exp\left(-\frac{r^2}{W_0^2}\right), \quad (2.17)$$

$$\phi_0 = \frac{kr^2}{2F_0}, \quad (2.18)$$

which are both dependent on beam radius $r$. 
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Figure 2.1: Amplitude profile of a Gaussian beam; $r$ is the radial distance from the center of the beam, $W_0$ is the beam waist, defined by the point where the amplitude is $1/e$ of the maximum value. (From [22]).

Figure 2.2: Definitions for beam focusing. $F_0$ is the radius of curvature for the parabolic phase front. (a) Convergent beam, $F_0 > 0$. (b) Collimated beam, $F_0 = \infty$. (c) Divergent beam, $F_0 < 0$. (From [22]).

Subject to the divergence or convergence of the parabolic shape of the beam, $F_0$ is negative or positive respectively, while for a collimated beam $F_0 = \infty$. 
Since the quantum states in our experiment are the transverse modes of light with cylindrical symmetry, they fall into the Gauss-Laguerre family. The field associated with this set of solutions is called a Laguerre-Gaussian beam. The higher order modes in this category for the case of a collimated beam are described by

\[
z = 0: \quad U_{l p}(r, \theta, 0) = \left(\frac{\sqrt{2} r}{W_0}\right)^l (-i)^l \exp(i l \theta) \exp\left(-\frac{r^2}{W_0^2}\right) L^l_p\left(\frac{2r^2}{W_0^2}\right),
\]

considering the exit aperture of the monochromatic light source is at \(z = 0\). \(r\) and \(\theta\) are the amplitude and the azimuthal angle of the vector in cylindrical coordinate system and \(W_0\) is the radius of the plain Gaussian mode (TEM\(_{00}\)). The term \(L\) in this equation represents the Laguerre polynomials in which \(l\) and \(p\) denote the angular and radial numbers. The general form of this equation to include nonzero \(z\) can be achieved by solving the Huygens-Fresnel integral \([8, 23]\),

\[
U_{l p}(r, \theta, z) = C_{l p} \frac{W_0}{W} \left(\frac{\sqrt{2} r}{W(z)}\right)^l L^l_p\left(\frac{2r^2}{W^2(z)}\right) \times \exp[-i(2p + l + 1) \varphi(z)] \exp\left(ikz + il \theta - \frac{r^2}{2F} - i \frac{kr^2}{2F}\right); \quad l, p = 0, 1, 2, \ldots,
\]

in which \(C_{l p}\) is a phase constant, \(F\) is the radius of curvature of phase front for the zero mode and \(W\) is the spot size of the beam.

The square of the absolute value of this equation results in the irradiance of the beam at each point,

\[
I(r, \theta, z) = |U_{l p}(r, \theta, z)|^2 = \frac{W_0^2}{W^2} \left(\frac{2r^2}{W^2}\right)^l \left[ L^l_p\left(\frac{2r^2}{W^2}\right)\right]^2 \exp\left(-\frac{2r^2}{W^2}\right).
\]

It is worth mentioning that the beam parameters such as spot size and the radius of curvature are similar for all the higher-order Gaussian modes and the same propagation relations govern their spatial transformation. However, because of having different field distribution patterns, the concentration of energy for these higher order modes is further away from the propagation axis which means the population of the photons and as the result the probability of finding photons in the region close to the paraxial axis is less comparing to the fundamental zero mode. The cross-section and top view of the concentric rings of the Laguerre-Gaussian modes are demonstrated in Figures 2.3 and 2.4.

The phase discontinuities in which the intensity of the mode jumps down from the local maximum to zero, characterize the type of symmetry as well as the mode number for the Gaussian mode families. For the case of LG modes, Figure 2.3, \(l\) and \(p\) are the number of azimuthal and radial phase jumps, respectively.
2.5 Spatial Mode Generation

There are two types of Laguerre-Gaussian modes: vortex and non-vortex. What we have used in our experiment are the vortex beams (LGV). There are two kinds of vector vortex (VV) fields: uniformly polarized where the vortex is in phase, or polarization vortices. These can be made by either active or passive methods [26]. The mechanism in active methods is to induce a specific vortex mode by the manipulation of the laser cavity. Uniformly-polarized vortices can be made by using gain to lock different spatial modes to the same frequency [27], or polarization-vortices can be formed using birefringence and dichroism [28, 29]. Passive methods utilize a variety of techniques to generate inhomogeneous optical fields. Uniformly polarized vortices can be produced by computer generated...
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Holograms \cite{30-35}; polarization vortices can be produced by using birefringent and dichroic optical elements \cite{36}, or by applying phase retarders that rotate the polarization locally \cite{37} and stressed fiber lasers \cite{38}. The only reason the polarization matters to us is because the materials that spatial light modulators are made of (the little cells that make the phase) are sensitive to polarization. So the beam needs to be polarized when it hits the surface to get the best encoding.

In this experiment, in order to prepare and measure the Laguerre-Gaussian modes as our quantum states, we employ computer-generated holograms (CGH). These holographic patterns are built via a spatial light modulator (SLM) which is used to control the transverse optical field. The modulator is illuminated by our reference light beam—the lowest order Gaussian mode, \( l=p=0 \)—producing vortex modes in the output. If we consider \( T(x,y) \) as the complex transmission function of the hologram and \( U_I(x,y) \) the complex field coming from the laser, then the output beam as the result of incident between the laser light and the hologram will be given by

\[
U(x,y) = T(x,y) \times U_I(x,y).
\] (2.22)

In principle we can encode an arbitrary complex-valued function \( T(x,y) \) using a computer-controlled spatial light modulator (SLM) where each pixel can modulate both amplitude and phase. In practice however, SLMs tend to modulate either just amplitude, or just phase, and so more indirect SLM encodings are necessary to achieve the desired result. For example, writing a spatially-varying diffraction grating into a phase SLM lets us achieve spatially varying amplitude into the diffracted mode, Figure \ref{fig:2_5}. In such a case, \( T(x,y) \) will be a spatially periodic function which can be expanded by Fourier transform

\[
T(x,y) = \sum_m T_m e^{im(\mathbf{G} \cdot \mathbf{r})},
\] (2.23)

in which

\[
\mathbf{G} = \left( \frac{2\pi}{\Lambda} \right) (\cos(\theta)\hat{x} + \sin(\theta)\hat{y})
\] (2.24)
is in the role of the wave vector for the grating with the periodicity of \( \Lambda \) along a \( \theta \) angled direction and \( T_m \) is the amplitude of the \( m \)th order of the diffracted beam. That is

\[
T_m = \frac{\iint_{\Lambda} T(x,y) e^{-im(\mathbf{G} \cdot \mathbf{r})} d\mathbf{r}}{\iint_{\Lambda} d\mathbf{r}} = \frac{1}{A} \iint_{\Lambda} T(x,y) e^{-im(\mathbf{G} \cdot \mathbf{r})} d\mathbf{r},
\] (2.25)

where the area of each single period of the grating is represented by \( A \).

Regardless of its physical origin, the transformation of the grating function, \( T(x,y) \), makes it possible to provide any phase onto the diffracted beam. Such a shift can be applied by the replacement \( \mathbf{r} \rightarrow \mathbf{r} + \Delta \mathbf{r} \) in the Eq. \ref{eq:2_23} in which

\[
T(x,y) = \sum_m T_m e^{im(\mathbf{G} \cdot (\mathbf{r} + \Delta \mathbf{r}))} = \sum_m T_m e^{im(2\pi \delta)} e^{im(\mathbf{G} \cdot \mathbf{r})} = \sum_m T'_m e^{im(\mathbf{G} \cdot \mathbf{r})},
\] (2.26)
Figure 2.5: Left: The input beam incident on the periodic pattern splits into multiple diffraction orders. Right: The phase of diffracted orders established by shifting the grating. (Dotted line indicates original grating position; gray and black indicates new grating position). (From [39]).

\[ 2\pi \delta = \mathbf{G} \cdot \Delta \mathbf{r} \]  
(2.27)

and \( \delta \) denotes the relative shift in terms of the periodicity of the grating. In practice, this type of phase modulation is equivalent to changing the optical path as the consequence of shifting the grating which results in the accretion of an additional phase [40].

Figure 2.6: A simple experimental setup to generate the transverse spatial modes of light using computer generated holograms displayed on a SLM. The laser beam is filtered spatially both before and after the SLM. The filter before the SLM ensures the beam is in the lowest order, the filter after the SLM selects out higher-order spatial modes, passing only the desired target mode, e.g. \( \text{LG}_{+1,0} \), but filtering out \( \text{LG}_{+1,p>0} \). (From [39]).

Full control over the phase and amplitude of the modes is possible through defining an additional modulation on the periodic pattern. Figure 2.6 shows a simple version of such a system. In order to attain a standard collimation all through the setup, the laser light with the basic Gaussian mode travels through a spatial filter before reaching the SLM. After the laser beam incidence with the encoded grating pattern on the SLM, another spatial filter selects out the desired modulated light among multiple diffraction orders and finally a detector registers the intensity of the generated field. It is worth mentioning that the spatial frequency of the modulated grating should not exceed \( \mathbf{G} \), as it will result in the overlap of different diffraction orders.
2.5. Phase Modulator SLMs

As we use a phase only spatial light modulator in our experiment, here we talk about it in more detail. The transmission function for such an SLM is

$$T(x,y) = e^{i\Psi(x,y)} \quad (2.28)$$

where $\Psi(x,y)$ is the phase at the point $(x,y)$. If our desired beam in the output is of the form

$$U(x,y) = A(x,y)e^{i\phi(x,y)} \quad (2.29)$$

then the function $\Psi$ should meet the requirements to modulate the amplitude, $A$ and the phase, $\phi$ of it. This can be done by encoding the desired amplitude and phase via the modulation functions $f(A)$ and $\Phi(\phi)$, respectively. Therefore, the SLM phase will look like

$$\Psi = f(A)\Phi(\phi). \quad (2.30)$$

**Figure 2.7:** Two different types of phase grating functions. Left: encoding scheme of blazed grating; in the paraxial case, the ideal diffraction efficiency is 100%. Right: encoding scheme of sinusoidal grating; in the paraxial case, the ideal diffraction efficiency is 33.86%. (From [39]).

$\Phi(\phi)$ is a periodic function that defines the grating pattern. Two types of encoded holographic patterns on SLMs are shown in Figure 2.7. Comparing the two schemes, a sinusoidal grating may cover a broader spectral range [41] while in terms of efficiency a blazed grating works better. Ideally, in the paraxial limit the maximum efficiency of sinusoidal grating is 33.86% [42], whereas a blazed grating can have 100% efficiency.

In any application of spatial light modes we require measurements that decipher the information encoded in the spatial distribution of the beam. The basic idea—mentioned at the start of this chapter—is projective measurement. This scheme—known as the standard method—is constructed on a mathematical function named projection-valued measure (PVM), similar to real-valued measures with the difference that their values are not real numbers but self-adjoint projections.
To understand the mathematical description of a projective measurement, consider the encoded state on a system as $U_0$. We are interested in quantifying the overlap of the system with the mode $\psi_n$. It is calculated via

$$|\langle \psi_n | U_0 \rangle|^2 = |a_n|^2. \quad (2.31)$$

The experimental realization of such a measurement is displayed in Figure 2.8. The applied technique is based on the Fourier filtering of the incident beam [43].

![Figure 2.8: Projective measurement of transverse spatial modes. The light beam passes through a projection filter with a complex transmission function $\psi_n^*$ that converts the target mode into the lowest-order Gaussian mode, TEM$_{00}$. The convex lens focuses this through a spatial filter before sending it to the detector (in this case, an avalanche photodiode, APD). (From [39]).](image)

The transmission function $T(r)$ acts on the incident field, $U_0$, and the resultant $U_0T$ is passed through a lens and focused onto an optical fiber which spatially filters the field. If the output of the Fourier plane is of the form

$$\tilde{U}(\rho) = \frac{1}{i\lambda f} \mathcal{F}[U_0(r)T(r)] = \frac{1}{i\lambda f} \iiint U_0(r)T(r)e^{-i\frac{2\pi}{\lambda f} r \cdot \rho} \, dr,$$

then the overall coupling efficiency of such a setup can be evaluated by

$$\eta = \left| \iiint \tilde{U}(\rho) f(\rho) \, d\rho \right|^2 \approx \left| \tilde{U}(0) \right|^2 \left| \int \tilde{f}(\rho) \, d\rho \right|^2 \approx |\tilde{U}(0)|^2, \quad (2.33)$$

provided that filter function $f(\rho)$ does not trigger any significant change in the Fourier transform of the field $\tilde{U}(\rho)$ inside the fiber as the result of having too broad area of impact. The complex function of the projection filter is

$$T(r) = \psi_n^*(r). \quad (2.34)$$

which is a projective measurement, with an efficiency of

$$\eta \propto |\tilde{U}(0)|^2 \approx \left| \iiint U_0(r)\psi_n^*(r) \, dr \right|^2 = |a_n|^2. \quad (2.35)$$
2.6 Communication Limiting Factors

As previously mentioned at the start of this chapter, having access to higher dimensional systems in order to encode information provides significantly larger communication rates as well as higher levels of security in quantum key distribution techniques [5, 14, 44, 45]. Among several physical resources which have a large number of distinguishable states $N$, the spatial degree of freedom of light is one of the most remarkable ones, in the sense that it offers an unbounded number of modes in order to construct an optical field. In practice, none of these resources can be exploited in their full capacity and therefore $N$ will always remain finite and limited depending on the practical boundaries in each case.

In general, the various factors influencing the ability of free space as our optical channel to communicate information can be divided into two categories. The first are those that affect the population of the carriers (photons) by reducing the probability of their transmission through the communication channel. Of the factors in this group that result in photon loss in the system are transmission losses, such as diffraction, and detection losses, e.g. due to non-ideal detectors. It is possible to minimize the portion of diffraction through careful optical design, but the detector characteristics are fixed features of the system that cannot be evaded. The second category includes factors that affect the coherence in the system, causing the information encoded into the carriers to become scrambled. In free-space, atmospheric turbulence is one of the main factors in this category, in fibre-optics, mechanical disturbance and optically-induced noise. Here we talk about two of these imperfections in free-space communication systems in more detail.

2.6.1 Diffraction

In free-space, one of the most basic limiting factors of $N$ is as the result of the diffraction and loss pertained to the finite aperture size of both sender and receiver systems. Let us figure out the possible size of $N$ under the effect of diffraction. The transmitted data as the form of a beam focused into the aperture of the receiver is distinguishable only when any two beams received at this aperture are separable considering the Rayleigh criterion

$$\delta x \propto \frac{\lambda z}{D_T},$$  \hspace{1cm} (2.36)

in which, $\lambda$ is the wavelength, $z$ is the distance between the sender and receiver apertures and $D_T$ is the transmitter diameter. So, the area of each spot can be estimated by

$$(\delta x)^2 \propto \frac{(\lambda z)^2}{A_T},$$  \hspace{1cm} (2.37)

with $A_T$ representing the area of the transmitting aperture.
Subsequently, by calculating the number of spots which can be fitted inside the receiver aperture area \( A_R \), we estimate \( N \) as

\[
N \approx \frac{A_R}{(\delta x)^2} \approx \frac{A_R A_T}{(\lambda z)^2} = D_F,
\]

where \( D_F \) in the equation is the Fresnel number product of the sender and receiver (see Figure 2.9).

Figure 2.9: In a real communication channel using the transverse spatial modes, the sender and receiver have limited number of possible states, \( N \) to communicate—due to diffraction as well as having finite apertures. An estimate of \( N \) can be obtained by focusing a beam from the sender aperture, blue spot, to a spot in the receiver side, red spot. Every two spots in the receiver aperture are distinguishable provided that their separation satisfies the Rayleigh criterion. The Fresnel number product \( D_F \) gives the number of these separable spots. (From [39]).

### 2.6.2 Atmospheric Turbulence

At first glance, it might seems straightforward to study light propagating through the air by considering it similar to the vacuum, but air is a viscous fluid and observing light propagation over a sufficiently long distance exhibits its stochastic behavior caused by the fluctuations due to the atmospheric turbulence. These random fluctuations will result in inhomogeneous variations in the refractive index along the light pathway.

Turbulence is a noticeable phenomenon in any fluid characterized by a large ratio between its mean velocity \( \bar{v} \), and viscosity \( \nu \), called the Reynolds number,

\[
\mathcal{R} = \bar{v} \mathcal{L} / \nu,
\]

where \( \mathcal{L} \) is the length scale of the area of the fluid for which turbulence is considered. In shorter length scales, the fluid behaves like a cluster of turbulent eddies until at very small length scales, \( \mathcal{L} = l_0 \)—also known as the inner scale, on the order of millimeter near the ground—the turbulence can be ignored. For the lengths smaller than inner scale close to the ground the Reynolds number is \(< 1\), and the kinetic energy of the turbulence is released in the form of heat [46]. The length of communication
networks is typically much larger than $l_0$ [22]. Close to the earth’s surface, the air viscosity is of the order $10^{-5}$ m$^2$/s, and considering the usual wind speeds on the order of 1 to 5 m/s results in a Reynold number,

$$\mathcal{R} \sim 10^5 \gg 1,$$

which suggests that we must always consider the atmosphere as a turbulent media for communication systems. For such systems that the length scales are much larger than $l_0$, the structure function governing the turbulence in the fluid follows “Kolmogorov statistics”,

$$D_v = C_v^2 \delta r^{2/3},$$

in which $C_v$ is the velocity structure parameter that specifies the strength of the fluctuations and $\delta r \equiv ||r_1 - r_2||$ is the distance measure between any two considered points of the fluid [46]. Different velocities in the fluid result in different temperatures and accordingly pressures in different regions of it. As the consequence of these fluctuations, the refractive index will also vary in different parts of the fluid which is expressed by refractive index structure function [47],

$$D_n = C_n^2 \delta r^{2/3}.$$

This leads to establishing a random phase $\phi(r)$ arriving at the receiver. Under the Kolmogorov conditions, the structure function that controls these phase variations is given by [48]

$$D_\phi = 6.88 \left( \frac{\delta r}{r_0} \right)^{5/3},$$

where $r_0$ is known as the Fried parameter in honor of the discoverer of this equation that represents the effective coherence length of a turbulent fluid in the entrance aperture of the receiver [48, 49]. These fluctuations of an optical beam initiated by the phase randomness of the fluid will also result in amplitude variations of the beam called “scintillations”. Eq. (2.44) displays the resultant optical field $U(r)$, modified by both phase and amplitude changes.

$$U(r) = U_0(r) \exp(i\phi(r) + \chi(r)),$$

that $U_0$ is the optical field without considering the turbulence effect, $\phi$ is the random phase and $\chi$ is the log-amplitude variations.

In the study of astronomical systems—in order to image the celestial bodies through the turbulent atmosphere—the problem is often simplified by ignoring the amplitude fluctuations and approximating the turbulence only by a random phase screen located at the receiver’s aperture. This “thin phase screen approximation” provides a simple model to study and track the optical field through atmospheric heterogeneities. This model works well for imaging astronomical objects, since the turbulence effects
are maximum close to the telescope aperture, but it is less suitable for the cases with a long turbulent path like communication channels. However, here in this research we take advantage of its simplicity to achieve an estimate of the light propagation through real atmospheric conditions and it still works with high accuracy in the case of our experiment.

The result of applying thin phase approximation is to characterize the turbulence strength $C_n$ by the factor $D/r_0$ with D as the effective diameter of the beam. Figure 2.10 displays a simple scheme of this model. As the figure shows, the sum of all the turbulent effects through the path are simulated by a single thin phase screen at the place of receiver’s aperture which is controlled by the factor $D/r_0$. Also, three different turbulence strengths, modeled as the phase screens are shown in the figure as well.

As we can see the degree of turbulence will affect the quality of beam propagation for the amount of information we can encode. This now arises the question of how do we measure the information we encode in the beam and that leads onto quantum state tomography.
Chapter 3

Quantum State Tomography

In this Chapter we look at how to measure information encoded in a quantum state—a methodology known as quantum state tomography. It is common in the literature to see this done for qubits [50–52]. Recently there has been an explosion of interest in applying tomography to qudit systems, and meeting the challenges that arise from the rapidly increasing parameter spaces—technically the Hilbert spaces—of these systems.

3.1 Bloch Sphere

A bit is a basic binary unit of information encoded as 0 or 1. The quantum counterpart of this classical bit is a qubit—quantum bit—which in addition to the quantum states $|0\rangle$ and $|1\rangle$—which form one orthogonal basis of the state space—can also take a linear combination of these two states to encode the quantum information,

$$|\psi\rangle = \alpha|0\rangle + \beta|1\rangle.$$  \hspace{1cm} (3.1)

This is called the state vector representation of the quantum states. $\alpha$ and $\beta$ are probability amplitudes that represent the portion of each basis in the construction of the qubit and therefore under normalization the sum of their squares equals to one.

$$|\alpha|^2 + |\beta|^2 = 1$$ \hspace{1cm} (3.2)

The best-known instance of binary quantum states is the spin degree of freedom of a particle such as an electron. The photonic analogue of spin states is the polarization of light, so that for example the right $|R\rangle$ and left $|L\rangle$ circular polarization states perform the role of computational basis [53]. The general form of a polarization qubit can be written as

$$|\psi\rangle = \cos(\theta/2)|R\rangle + \exp(i\varphi)\sin(\theta/2)|L\rangle.$$ \hspace{1cm} (3.3)
The angle \( \theta \) specifies the weight of each basis in the superposition state while \( \varphi \in [0,2\pi] \) determines the phase difference between the eigenstates. By normalizing the Eq. (3.3) as following

\[
|\langle \psi | \psi \rangle|^2 = \cos^2(\theta/2) + \sin^2(\theta/2) = 1,
\]

we scale the wave function \( \psi \) so that all probabilities add to 1. This is the equation of a unit circle in which \( \theta \) varies the probability amplitudes for \(|0\rangle\) and \(|1\rangle\).

Figure 3.1: Poincaré sphere; a graphical platform to characterize any polarization state as the superposition of two orthonormal states. In this example, the parameters \( \varphi \) and \( \theta \) represent the phase difference and the probability weight of two eigenstates, \(|R\rangle\) and \(|L\rangle\). (From [54]).

We can visualize Eq. (3.3) for polarization states as a vector pointing to a specific coordinate on the surface of a sphere of radius one: known as the Poincaré sphere, Figure [3.1]. The polarization eigenstates \(|R\rangle\) and \(|L\rangle\) are characterized as the north and south poles in this sphere, respectively. In addition to this basis of orthogonal states, there are two mutually unbiased bases (MUBs) on the equator, \(|H\rangle\)-\(|V\rangle\) and \(|A\rangle\)-\(|D\rangle\), which are the equally weighted linear superpositions of \(|R\rangle\) and \(|L\rangle\) eigenstates. By definition, MUBs are sets of orthonormal bases in which the states in the basis have an overlap (inner product square) of \(1/d\) with any other orthogonal state, where \(d\) is the dimension of the state space.

The spin version of the Poincaré sphere—commonly used to describe any two-level quantum state—is called the Bloch sphere: both exhibit the same Hilbert space. Through this sphere, it is also possible to characterize any transformation of the qubit states via having a reference point as well as rotations around \(x, y\) and \(z\) axes, so the final state will be distinctively measurable. As an example, consider a set of three linearly independent measurements to find an unknown state in the Bloch sphere, Figure [3.2]. Regardless of the order, the measurements determine the free parameters of the
desired state one by one, isolating that quantum state to a plane, then to a line and finally to a point, respectively. This is exactly the aim behind tomographic measurements. Before we get into that we still need to arm ourselves with more tools. One of the most important ones is the density matrix.

Figure 3.2: (a) Poincare sphere representation of standard quantum tomography in two-dimensional state space. A series of three measurements along the (i) right-circular, (ii) diagonal, and (iii) horizontal axes. The black dot is the projection of the true state—represented by the white dot—in the direction on the measurement. It can be interpreted so that the first projection of the unknown state identifies the plane in which the quantum state is lying. The second and third measurements however isolate this area to a line and finally a point, respectively. (From [55]).

3.2 Density Matrix

The state vector description is an idealized format that only characterizes pure quantum states: it does not support the statistical mixtures of quantum states which happen normally in nature. So, we need a comprehensive description which covers all possibilities to be able to use it for practical purposes. Imagine an ensemble of \( K \) identically prepared quantum objects (here single photons). Then a unique quantum state can characterize the whole objects in this set, \( |\psi_n\rangle = |\psi\rangle \) in which \( n = \{1, 2, \ldots, K\} \). We call such quantum state a pure state. In contrast, if not all the elements in the ensemble be in similar quantum state, they form a weighted sum of the pure states which we call a mixed state. Since there is no correlation between the subsystems of the ensemble under such condition, the phase difference among them is totally random. The density matrix formalism is a generalization of the state vector description, Eq. (3.3). By definition, the density matrix of a pure state \( |\psi\rangle \) is as follows

\[
\rho := |\psi\rangle \langle \psi|.
\]

(3.5)

So, the pure state mentioned in Eq. (3.3) in this new demonstration becomes

\[
\rho = |\psi\rangle \langle \psi| = \cos^2(\theta/2) |R\rangle \langle R| + \sin^2(\theta/2) |L\rangle \langle L| + \cos(\theta/2) \sin(\theta/2) \exp(-i\phi) |R\rangle \langle L| + \cos(\theta/2) \sin(\theta/2) \exp(i\phi) |L\rangle \langle R|.
\]

(3.6)
Consequently, a mixed state can be shown as a weighted sum of the pure states

\[ \rho_{\text{mixed}} = \sum_m c_m \rho_m^{\text{pure}} = \sum_m c_m |\psi_m\rangle \langle \psi_m|, \]  

(3.7)
in which \( \sum_m \frac{N_m}{N} = \sum_m c_m = 1 \). This means that any \( N_m \) of the total \( N \) subsystems in the statistical mixture are in the pure state \( |\psi_m\rangle \). In addition to the Dirac (braket) notation, the density matrix can be expressed as a scalar product

\[ \hat{\rho} = \frac{1}{2} (\mathbf{I} + \hat{n} \cdot \mathbf{\sigma}), \]  

(3.8)

that highlights the connection between the density matrix, \( \hat{\rho} \), the identity operator, \( \mathbf{I} \), and the rotation operators \( \mathbf{\sigma} \). These rotation operators are known as the Pauli matrices, and express rotations around the coordinate axes, \( x \), \( y \) and \( z \)—see Figure 3.2. The unit vector, \( \hat{n} \), in Eq. (3.8) is built of the expectation values of the Pauli operators that satisfy \( ||\hat{n}|| = 1 \).

\[ \hat{n} = (n_x, n_y, n_z) = (\langle \hat{\sigma}_x \rangle, \langle \hat{\sigma}_y \rangle, \langle \hat{\sigma}_z \rangle). \]  

(3.9)
The matrices for the Pauli operators are

\[ \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}; \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}; \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}; \mathbf{J} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \]  

(3.10)

### 3.3 Spatial Mode Qubit

In the previous section we addressed the case of two-level photonic quantum system—the polarization degree of freedom of photons—as a simple instance for pedagogical purposes. However, in this research we deal with higher dimensional quantum systems. We choose to work with the transverse spatial mode degree of freedom of light [56], as it gives us access to infinitely large dimensions. As we already talked about in detail in previous chapter, these modes are the transverse solutions of Helmholtz equation under the paraxial approximation, in which the variation ratio of transverse mode comparing to longitudinal momentum is ignorable. Although we have covered this topic in detail in chapter [2] it will be helpful to have a pictorial description of a special case of this observable known as Orbital Angular Momentum (OAM) in two dimensions in an analogue version of Bloch sphere.

The equivalent version of Eq. (3.3) for OAM can be written as [57],

\[ |\psi\rangle = \cos(\theta/2) |\ell_1\rangle + \exp(i\varphi) \sin(\theta/2) |\ell_2\rangle \]  

(3.11)

where \( |\ell\rangle \) represents a paraxial field carrying \( \ell \hbar \) units of orbital angular momentum. In cylindrical coordinates this is [58]

\[ |\ell\rangle \equiv A(r,z) \exp(i\ell \phi). \]  

(3.12)

\( A(r,z) \) indicates the amplitude variations in the radial and longitudinal directions, the term \( \exp(i\ell \phi) \) characterizes the phase variation along the azimuthal direction. Figure 3.3 shows the changes of these two parameters for a set of Laguerre Gauss OAM modes.
3.3. SPATIAL MODE QUBIT

Figure 3.3: (a) Intensity profiles and (b) phase maps of a sequence of OAM modes, $p = 0$. From left to right, $l = -3, -2, \ldots, 2, +3$, units of OAM. The Guoy phase shift changes with the total value $2p + |l| + 1$. (From [54]).

Similar to the polarization case, in the Poincare/Bloch sphere for OAM qubits the surface represent pure states, the poles represent the logical states, which here have maximal orbital angular momentum, and the equatorial plane are their superpositions, Figure 3.4, which have zero orbital angular momentum.

Figure 3.4: The qubit sphere: the poles correspond to the OAM eigenstates $p=0, l=\pm 1$; the equator contains the MUBs, $p=\pm 1, l=0$ and a version of that rotated by $45^\circ$, as shown. H+V and D+A. (From [54]).

Now having a comprehensive formalism to parameterize either pure or mixed quantum state as well as familiarity with the graphical demonstration of simple case of two-level quantum states in two different
degrees of freedom, we are ready to get into QST in more detail. The aim for doing tomographic measurements on quantum states is to rebuild their density matrices through an appropriate set of measurements [59–62].

3.4 Basic Concepts of Quantum State Tomography

To characterize the state of a physical system, we need to do a set of measurements on it to uncover its different properties. Consider a classical system such as a particle: we can determine its position, velocity, weight, and all other different properties which gives us a clear vision of its state. Here only one copy of the classical system under investigation is enough to do all the measurements. But it is not the case in quantum mechanics. The interactions between the quantum system and the measurement tool changes its quantum state [63], meaning the perturbed system is no longer conducive to further measurements as the quantum state under study is no longer available [64]. To solve this problem, we need several copies of the system with the exact quantum state. But based on the no-cloning theorem, making perfect copies of an unknown quantum system is impossible and therefore our set of measurements cannot be done on the exact copy of the quantum state [65]. Furthermore, when the state of a system is unknown, it implies that there is no data about the purity and dimensionality of the system and this lack of information makes the sequence of measurements as well as choice of basis entirely nontrivial [59, 66–68]. These are some limitations of the measurement process in quantum systems. As the result, just a tiny piece of information is achievable as the outcome of each measurement on a specific aspect of the quantum system under study on an ensemble of quantum systems provided under the same condition [69]. As we discussed last chapter, projective measurements are the standard method of collecting data from a quantum state by performing multiple measurements on the system. This approach is known as quantum state tomography and was named due to the similarity with medical computed tomography, commonly known as “CT” scans. Doing an adequate number of projective measurements—known as a complete set—on a quantum state makes it possible to obtain a comprehensive image of that state through processing all-inclusive superpositions of the projections.

In resemblance with industrial drawings where the goal is to reconstruct the 3-dimensional object and map it via 2D projection images from different perspectives, quantum state tomography (QST) aims to rebuild the desired quantum state via a complete set of measurements which covers the characteristics of the quantum state projected on each basis of the state space [70]. A simple example of tomography is to regenerate a 3D object by processing its shadows on different surfaces as shown in Figure 3.5. For the case of a quantum object, these projections are the statistical measures of the desired state based on the weighted probability of the eigenstates overlapping with it [71].

In an inverse process, putting together the outcomes of these measurements can determine the density matrix of the quantum state [72–74]. The common problems among all the variations of QST is their complexity and timing since number of measurements and consequently the degree of difficulty of a tomography problem grows exponentially with the dimension of the quantum state [75, 76].
Also, these methods are very sensitive to noise \[77-80\] and on top of that it should be mentioned the outcomes of QSTs are achieved with the assumption of having quite identical copies of the quantum state under study which in practice does not apply \[81\].

Consider a photonic quantum system with the total number of dimensions \(D = d^N\) in which \(N\) is the number of photons and \(d\) is the dimensionality of the observable to be measured for each photon. The density matrix of such system contains \(d^{2N} - 1\) independent elements. Mathematically, this means \(d^{2N}\) measurements give sufficient data to rebuild the quantum state of the system, however in practice—to account for drift and normalization in different bases—it is normal to perform an overcomplete number of measurements \([60, 73, 82-84]\). This increases the time required since there are more measurements. For instance, the minimum number of measurements required for the state tomography of a two photon \((N=2)\) qudit state \((d\text{ dimension})\) is \(d^4\), while \([d(d+1)]^2\) measurements are needed for an over-complete state tomography \([60]\). To overcome the restrictions that appear in this primary method of tomography—which is known as Standard Quantum Tomography (ST)—many proposals have been published \([85-90]\) with the aim to minimize the number of measurements while still obtaining as much information as possible \([91-93]\).

Figure 3.5: The aim for quantum state tomography is to rebuild a multi-dimensional complex quantum state through a series of projective measurements in every single dimension. It is similar to estimating the shape of a complicated object with a comprehensive interpretation of juxtaposing its shadows at different angles. (From \([54]\)).
3.5 Brief Historical Review

Although the problem of inferring a quantum mechanical picture of a physical system has been of interest to researchers from the earliest days of quantum mechanics, the first systematic approach to characterize a quantum state through a complete set of measurements on identical copies of a system was first proposed in late fifties by Fano [71]. However, it was only in 1989 with a proposal by Vogel and Risken in which the tomographic measurements as we know it today was introduced [94] (the analogy of medical imaging in the topic of quantum state estimation was first raised there). Four years later, first experiments were accomplished to reconstruct the coherent and squeezed states [95]. Despite its successes, this primary method was not consistent to measure an unknown quantum state as it would introduce some arbitrary smoothing parameters which produce biases in the results. In 1995 D’Ariano et al. proposed [96] and then simplified [97] the first unbiased method which would resolve this problem. Based on their work, the first exact homodyne tomography experiments were done to characterize the photon statistics of a semiconductor laser [98] and the quantum state of a squeezed vacuum [99]. The satisfactory results achieved in first trials allowed researchers to apply this method to characterize numerous quantum states [100–106] such as atomic beams [107], vibrational modes of molecules [108], helium atoms [109] and single ions in a Paul trap [110].

In optics, the polarization degree of freedom of photons has received the most attention from researchers as it provides the simplest platform to study quantum optics phenomena. Since high-efficiency experimental elements are readily available it is a platform accessible to many research groups. As a result, many new achievements in the field of quantum optics have occurred using this property of light [111–114]. The same process applies to ST research and experiments by means of polarization [61, 115–117]. However, the relatively unexplored territory of other degrees of freedom is attracting more researchers every day [114, 116, 43, 118–127].

Over the last few years, interest in high dimensional quantum states—qudits—has been rising since they provide a gateway to larger Hilbert spaces, offering advantages in many practical applications. For example, in the field of quantum communication, qudits give access to a higher information capacity [18], and noise resilience and robustness against eavesdropping [3]. They have also brought about many developments in the fields of quantum computation [128, 129] and quantum foundations [125, 130]. Despite all the advantages of qudits, their complex nature triggers many difficulties in their physical implementation, control, and measurement. These complexities in applying qudits have highlighted the weaknesses of ST and emphasized the need for a more efficient method. The main drawback as mentioned before is that quantum state characterization is a problem that becomes exponentially harder with the number of qubits: and even harder for qudits [131]. Meanwhile many proposals have been trying to improve the efficiency and precision of tomographic measurements by using state dependent methods [50, 51, 132–137], known as adaptive tomography. Furthermore, Maximum likelihood techniques have decreased the number of required measurements for tomography of the quantum states without losing precision [73]. But still the consistency of the results from ST is very sensitive to statistical noise and experimental errors regardless of the size of the system [2].
To solve this problem, we need a new method that is robust against noise and errors. At the same time, we do not want it to be affected by the exponentially growing post processing costs when the quantum states become more complicated. In answer to these requirements a new method was proposed by Ferrie\cite{131} named as self-guided tomography (SGT) which meets all these needs to a very good extent. The experimental performance of SGT has been demonstrated in the case of qubits\cite{2} and qudits\cite{1} with satisfactory results. In the following, we talk about self-guided tomography in more details.

### 3.6 Self-guided Quantum Tomography (SGT)

SGT is a stochastic approximation procedure that does tomography following a recursive gradient ascent algorithm\cite{138}. The point that distinguishes this method from other algorithms is that its tomographic measurements are based on optimization rather than quantum state estimation. In more detail, regardless of the system dimensionality, the SGT algorithm converges to the unknown desired state by iteratively maximizing its overlap with the current estimate through accomplishing a set of two projection measurements at every step. It is also an online method, meaning it does not keep the past measurements data. As the result, it provides robustness against statistical noise as well as experimental errors, while requiring a considerably smaller number of measurements, storage space, and processing time\cite{131}.

In every type of quantum state tomography, after providing an estimate of the quantum state that we are doing tomography process on, we need to determine how close the result is to the original state. In contrary with the standard quantum tomography and other prevalent methods in which an inverse problem gets solved to determine an accurate estimate of the true state using a set of projection data, in self-guided tomography we start by evaluating the distance measure between the desired state and a randomly chosen state, \( m(\rho_2, \rho_1) \) in every step. Although we are free to choose any distance measure arbitrarily, the quicker it can be obtainable through the experiment, the more efficient will be the estimation process and so the more rapidly the algorithm converges. There are several different measures to specify the quality of the reconstructed state such as fidelity, concurrence, and linear entropy. We only address fidelity here as SGT utilizes this method. Fidelity is a measure of similarity between the estimated state and the target state. However, because of high levels of accuracy in the results of our experiments, we also utilize infidelity—i.e., \( 1 - \text{fidelity} \)—that gives a measure of the difference between the two states. Comparing the density matrices of the two states via the equation,

\[
F = \left[ \text{Tr} \sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}} \right]^2,
\]

(3.13)
gives a normalized benchmark of the operational quality of the estimation system: where 1 is a perfect match and 0 has the least similarity. \( \rho_1 \) and \( \rho_2 \) are the density matrices of the estimated and target states, respectively. This is the general definition which applies to both pure and mixed quantum states.
While for the case of a pure state, $\rho_1 = |\psi_1\rangle \langle \psi_1|$, Eq. (3.13) reduces as follows,

$$F = \text{Tr}[\rho_1 \rho_2] = \langle \psi_1 | \rho_2 | \psi_1 \rangle,$$

which is in the form of an inner product of the two density matrices. The fidelity is a metric for distance from the target state; in the SGT algorithm it manifests itself in each iteration as a gradient approximation on two randomly chosen states $|\sigma_{\pm}\rangle$ with the expectation values $f(|\sigma_{\pm}\rangle)$. Based on these results the algorithm updates the current estimated state with one of the random states with higher fidelity to the target state. This procedure is repeated at every step until approaching the target state to the desired accuracy. Figure 3.6 demonstrates this trend for an arbitrary target state in a $d$ dimensional Hilbert space, $\mathcal{H}_d$.

In order to find any arbitrary true state, $|\psi\rangle$, the starting point is irrelevant, and the algorithm may start from any point in the state space. Supposing we are at the step $k$ and the current estimated state is $|\sigma_k\rangle$, the algorithm generates a stochastic direction $(\Delta_k)_j \in \{1, -1, i, -i\}$ and then along the positive and negative orientation of that direction performs projection measurements on two random states $|\sigma_{\pm}\rangle = |\sigma_k \pm \beta_k \Delta_k\rangle$, shown as the blue and purple vectors. Finally, through calculating the gradient,

$$g_k = \frac{f(\sigma_k + \beta_k \Delta_k) - f(\sigma_k - \beta_k \Delta_k)}{2\beta_k} (\Delta_k^{-1})^*$$

(3.15)

the system updates the current estimate with

$$|\sigma_{k+1}\rangle = |\sigma_k + \alpha_k g_k\rangle,$$

(3.16)

in the direction with the highest expectation value. $\alpha_k$ and $\beta_k$ are two functions that self-guided tomography calculates for each iteration in order to decrease the upcoming step size. Both functions simultaneously control the size as well as the rate with which the steps become smaller between iterations. Their parameters are user defined and follow

$$\alpha_k = \frac{a}{(k+1+A)^s}, \quad \beta_k = \frac{b}{(k+1)^t},$$

(3.17)

where $k$ is the iteration number and $a, A, b, s$ and $t$ are the hyperparameters.

### 3.7 Self Guided Tomography with Qubits

The first self-guided tomography trial was done by Chapman et al. [2] using the polarization degree of freedom of photons. A spontaneous parametric down conversion source was utilized as the light source [139] in which, one high energy photon transforms to two photons of lower energy—known as heralded single photons—where detection of one photon indicates the presence of the other. As Figure 3.7 shows, half- and quarter- waveplates are used to determine the polarization of the second photon. Together with a polarization beam splitter (PBS), they are also used for projective
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Figure 3.6: Graphical demonstration of self-guided tomography in an arbitrary Hilbert space of $d$ dimension $\mathcal{H}_d$. The state $\psi$ represents the unknown quantum state to be characterized (true state) and $\sigma_0$ is an arbitrary starting point. The blue and purple vectors illustrate the proposed state by the algorithm in each iteration. The algorithm estimates the best direction by measuring the overlap between the true state and the blue and purple projectors and thus it takes a step toward the higher expectation values and updates the current estimate of the state. This process becomes repeated for a pre-determined number of iteration until it converges to $\psi$. (From [1]).

Figure 3.7: The experimental setup for self-guided tomography with qubits. Pairs of heralded single photons are produced via spontaneous parametric down conversion (SPDC). Directly detecting of one of the photons announces the existence of its twin. The polarization of the photon on the bottom path is encoded by passing it through a half- (HWP) and quarter- (QWP) wave plates. The subsequent HWP/QWP set—together with a polarization beam splitter—are responsible for the projection measurement on the encoded qubit of previous step. (From [2]).

measurements on that photon which make the projection into any pure qubit state feasible. The degree of overlap with the directly detected photon is measured through recording the photon counts on both paths and then calculating the proportion to the total over a certain period.
The results of self-guided tomography under high levels of statistical noise are shown in Figure (3.8a). The fidelity results of SGT for three different true states (red, green and purple points) demonstrate robustness against high levels of noise comparing with the average fidelity of standard quantum tomography on the same states, (blue points). The red dashed line is the mean fidelity results for SGT and the red band indicates the error range of one standard deviation. Figure (3.8b) compares the numerical fidelity data of SGT and ST against photon counts. According to that, while SGT reaches $99.3 \pm 0.2\%$ overlap with only about 280 photons involved in the measurement, ST requires one order of magnitude more photons to achieve the comparable results. This verifies that SGT has privileged performance in high noise regimes.

Figure 3.8: (a) The red, green, and purple markers are the average fidelity of self-guided tomography for each one of the three target states under test, while the red dashed line represents the average fidelity over all of those. The blue points characterize the overall average fidelity obtained by standard tomography. (b) For the same number of photons ($N \sim 280$), under high statistical noise regime, self-guided tomography has a distinctive performance which standard tomography cannot reach unless with an order of magnitude more photons ($\sim 3.9 \times 10^3$). A measurement with significantly higher number of photons is performed $N \sim 2 \times 10^5$ as the benchmark to evaluate the other results. (From [2]).

To evaluate the influence of measurement errors, the experimenters applied a large amount of uncertainty to the projection measurements by manipulating random orientations to the waveplates. The results are displayed in Figure 3.9. Four levels of uncertainty are applied to the waveplates during both SGT and ST measurements. Figure (3.9a) shows the average fidelities on each level for SGT (dotted lines) and ST (solid lines). Although the higher levels of uncertainty decrease the speed of convergence of SGT measurements with the cost of more iterations, SGT will continue its asymptotic flow toward higher fidelities. However, the ST results are not only highly dependent on these errors, due to the nature of this method they don’t improve with number of iterations: as shown by the straight solid lines in Figure (3.9a).
Figure 3.9: The performance of self-guided tomography in the presence of experimental errors. (a) Fidelity graphs of self-guided tomography (dotted lines) and standard tomography (solid lines) for four different levels of error. Each point is the average of ten measurements and the shaded areas represent one standard deviation of error. (b) Comparing the fidelity values of standard tomography (with ten repetition) and self-guided tomography (after 40 iterations). (From [2]).
4.1 Introduction

In our experiment we use the transverse spatial shape of single photons—described by Laguerre Gaussian modes characterized by two indices \( \{l, p\} \)—to encode the quantum states. So, any random quantum state can be written as the superposition of these modes \( \left| \psi \right> = \sum_i c_i \left| l_i, p_i \right> \). As mentioned in Chapter 2, when using the transverse modes of light, the range of our bases is much wider than, and different from, just using the orbital angular momentum modes of light. This gives the advantage of having access to a larger set of modes to encode the quantum states. Another advantage is that we can choose a condition under which the spatial profile of the modes for any dimension \( d \), does not rotate throughout the propagation length. The circumstance that fulfills this condition is to set the Guoy phase of the modes to the same order by applying the following relation,

\[
d = 2p + |l| + 1. \tag{4.1}
\]

Satisfying this condition does not require \( p \neq 0 \), i.e the modes do not have to have angular momentum.

Our setup includes two crystal Spatial Light Modulators (SLMs) which prepare the true state (Encoding-eSLM) and the estimated states (Measurement-mSLM) through displaying computer generated holograms, as shown in Figure 4.1.

An attenuated coherent light in \( |0, 0\rangle \) Laguerre-Gauss mode from an 807nm CW laser diode travels through two lenses and a set of half and quarter wave plates in order to align the polarization of laser beam with the orientation of the liquid crystal axes in the eSLM. The eSLM encodes the illuminated light to an unknown quantum state \( \left| \psi \right> \) and reflects it into a 4\( f \)-lens setup—the diagonal beam path in Figure 4.1—that projects the image formed on the eSLM onto the mSLM. This path consists of two identical positive lenses with distance 2\( f \) of each other, while the input and the output planes are at a distance of a focal length before and after the first and the second lenses, respectively. The reflected light gets focused by the first lens towards an iris which excludes the light with all orders of diffraction but the first order. Then the second lens collimates the remainder of the beam toward the mSLM at which the overlap between \( \left| \psi \right> \) and the estimated state \( \left| \sigma_k \right> \) is measured. The light beam
reflected from the mSLM contains quantitative information about the degree of overlap between these two quantum states, \( f(\sigma) = |\langle \sigma | \psi \rangle|^2 \). After the mSLM, we spatially filter the beam by passing it through an iris and a single mode fiber: this minimizes the crosstalk between the target mode and other modes; after this the beam is sent to the detector. Computing the holograms on both SLMs, as well as data collection is controlled through a computer. The data regarding the overlap between the patterns prepared on the SLMs is measured via a silicon Avalanche photodiode detector (Perkin-Elmer AQR-14) coupled with a time tagging module (Swabian TT20). The counting rate of our detector is \( \sim 10^5 \) photons/s while the dark count is \( \sim 300 \) photons/s. As already mentioned, at every iteration the system proposes two estimations \( |\sigma_{\pm}\rangle \) along a random direction to measure their overlap with \( |\psi\rangle \). Applying the experimental data for these two estimations directly in Eq. (3.15) gives

\[
\begin{align*}
    f(\sigma_+) - f(\sigma_-) &= f(\sigma_k + \beta_k \Delta_k) - f(\sigma_k - \beta_k \Delta_k) \\
    \Rightarrow \frac{|\langle \sigma_k + \beta_k \Delta_k | \psi \rangle|^2 - |\langle \sigma_k - \beta_k \Delta_k | \psi \rangle|^2}{|\langle \sigma_k + \beta_k \Delta_k | \psi \rangle|^2 + |\langle \sigma_k - \beta_k \Delta_k | \psi \rangle|^2} &= \frac{N_+ - N_-}{N_+ + N_-},
\end{align*}
\]

in which \( N_{\pm} \) are the registered number of counts correspond to the measurements done in the directions \( \pm \beta_k \Delta_k \) at every iteration of self-guided tomography.

Figure 4.1: Experimental setup to evaluate the performance of self-guided tomography with the transverse spatial modes of light. The attenuated light from the laser passes through a set of half- and quarter waveplates which align the beam polarization with the orientation of the liquid crystal axes in the SLMs. The eSLM encodes the transverse shape of the illuminated beam to the qudit state \( |\psi\rangle \) and reflects it to a 4\( f \)-lens configuration which images the encoded state to the mSLM that is ready to measure the estimated state \( |\sigma_k\rangle \). This projection measurement contains the data about the amount of overlap between the encoded and the measurement states. From there the light becomes redirected toward an iris and then a single mode fiber—both acting as spatial filters. After that a single photon avalanche detector (SPAD) registers the number of photons which is proportional to the overlap degree of \( |\psi\rangle \) and \( |\sigma_k\rangle \). This data is used to modify the estimated state \( |\sigma_{k+1}\rangle \) in the next iteration. (From [1]).
4.2 Considerations on the True Encoded State

As already introduced in chapter 3, the functions $\alpha_k$ and $\beta_k$ are the hyperparameters to control the convergence. Although the numerical studies on a variety of different problems can approximate the range of values of these parameters, the optimal values, particularly for $a, A$, and $b$, must be found individually for each system. So before applying self-guided tomography to unknown qudits, we have examined different values for each of the hyperparameters to find their optimum values. To have comparable results, we pick one specific quantum state for a qutrit ($d=3$) and always use the same starting point $|\sigma_0\rangle$ for the algorithm. The resulting infidelities can be seen in Figure 4.2. Our benchmarks for selecting the best coefficients is the convergence of the infidelity—i.e. $(1 - \text{fidelity})$—as well as the rate of convergence, i.e. achieving the smallest infidelities in the least number of iterations. In every graph, the green line is the optimum result, although the behavior for the selected values is very similar. For example, Figure (4.2a) shows no significant change between the orange, green and red lines ($a=5, 6 \text{ and } 7$), with just the blue line ($a=1$) converging more slowly. The situation is similar for the green and red lines ($b=0.1 \text{ and } 1$, respectively) in Figure (4.2b); both converge at a comparable rate, and the orange and blue line ($b=0.01 \text{ and } 0.001$) with one and two orders of magnitude smaller values for $b$, respectively, converge very slowly. Figure (4.2(c-e)), showing the convergence results for $s, t, A$, respectively, further indicate the high robustness of these hyperparameters to large changes.

Note, as self-guided tomography uses different random states in each iteration of each run, we expect slight deviations between consecutive measurements even for the same set of hyperparameters.

In this research we probed and compared the performance of self-guided tomography and standard quantum tomography for three different qudits: qutrits, $d=3$, ququints, $d=5$, and quvingints, $d=20$. First for $d=3$, as the first qudit state space, second for $d=5$ as a higher dimension which still makes it possible to compare the data collected for both methods, and then for $d=20$ as a proof that self-guided tomography still works efficiently in a high dimension state space in which standard quantum tomography is not feasible neither in terms of run-time nor the required resources. For each $d$ also three different regimes have been assessed: low statistical noise, significant statistical noise, and weak turbulence.

In our experiments, we picked the estimated state with a large number of iteration found through self-guided tomography as the true state $|\psi\rangle$. In the next section we discuss the considerations on this matter in more detail.

4.2 Considerations on the True Encoded State

The quality of state preparation is of high importance in the topic of quantum state estimation. Achieving higher degrees of fidelity will result in better compatibility between the simulated and actual quantum states. However, achieving this becomes increasingly harder as we increase the dimensions of the qudits. The performance of the tomography algorithm is impacted as the dimension of the Hilbert space is increased. To characterize this impact on the fidelities of different methods, we investigated the degree of overlap of different true state options: the theoretically encoded state $|\psi_{th}\rangle$, the state
Figure 4.2: Experimental results for the infidelity as a function of iterations for different values of the hyperparameters, $a$, $b$, $s$, $t$, and $A$ for $d=3$. Starting from (a), the optimal value of the corresponding parameter is substituted to perform measurements on the following parameter. (a) variation of the parameter $a$; other parameters are kept unchanged, $[a_{0}, 0.1, 0.5, 0]$. (b) Varying $b$, $[b_{6}, b_{1}, 1, 0.5, 0]$. (c) Varying $s$, $[s_{6}, 0.1, s_{0.5}, 0]$. (d) Varying $t$, $[t_{6}, 0.1, 1, t_{0}, 0]$. (e) Varying $A$, $[A_{6}, 0.1, 1, 0.5, A]$. The green line in every graph indicates the optimal value of the corresponding hyperparameter selected in our experiment, however, all values within a certain range as large as one order of magnitude, e.g. in $(b,d,e)$, result in similar convergence behaviour.

found by long measurements of overcomplete standard tomography $|\psi_{ST}\rangle$ and the state found by self-guided tomography after a high number of iterations $|\psi_{SGT}\rangle$. Table 4.1 shows the results. To reach higher fidelities with the standard tomography, we collected, $\sim 10$ million copies of the unknown state in 10 seconds which is 10 times more than our regular measurements. To provide the true state using self-guided tomography, we added $5, 2.5,$ and $4$ times more iterations to the process comparing with our regular measurements for qutrit (500 iterations), ququint (500 iterations) and quvigint (2000 iterations), respectively. These numbers are chosen in a balance between time constraints and desired accuracy. From the data provided in the Table 4.1, regardless of the dimension, the degree of overlaps between the $|\psi_{ST}\rangle$ and either of $|\psi_{th}\rangle$ and $|\psi_{SGT}\rangle$ are much lower than that between $|\psi_{th}\rangle$ and $|\psi_{SGT}\rangle$. So, it
will be a poor choice to use $|\psi_{ST}\rangle$ as the true state, since its operation is too susceptible to any small imperfection or error in the system. For example, a major source of error in our system that highly affects standard tomography measurements is the mode dependent losses which cause nonuniform detection efficiencies for different modes. So, we decided to use $|\psi_{SGT}\rangle$ as the true state that as it can be seen from the table, provides high degrees of fidelities without any substantial vulnerability to the sources of error. Of course, another option would be picking $|\psi_{th}\rangle$ as the true state which would result in steady convergence toward higher (lower) fidelities (infidelities) with a lower rate.

Table 4.1: Pairwise fidelities of three considered true states: $|\psi_{th}\rangle$, theoretical true state; $|\psi_{ST}\rangle$, state found by overcomplete standard tomography on $\sim 10$ million copies of the unknown state; $|\psi_{SGT}\rangle$, state found by self-guided tomography after 500 (qutrit and ququint) or 2000 (quvigint) iterations of the algorithm. The lowest fidelities are for the overlaps of standard tomography with theoretical true state and self-guided tomography, respectively. Therefore, clearly $|\psi_{SGT}\rangle$ is not the best option to be used as the true state. On the other hand, regardless of the dimension, the overlap between $|\psi_{th}\rangle$ and $|\psi_{SGT}\rangle$ is always high. We chose $|\psi_{SGT}\rangle$ as our true state to minimize the preparation inaccuracies in calculations.

| Dimension | $|\psi\rangle_{th}$ | $|\psi\rangle_{SGT}$ | $|\psi\rangle_{ST}$ |
|-----------|---------------------|---------------------|---------------------|
| 3         | $99.66^{+0.13}_{-0.19}$ | $96.3^{+1.0}_{-2.6}$ | $95.8^{+0.1}_{-2.9}$ |
| 5         | $99.52^{+0.11}_{-0.26}$ | $96.2^{+1.6}_{-0.8}$ | $95.3^{+1.4}_{-1.4}$ |
| 20        | $95.4^{+0.6}_{-3.8}$ | $--$ |

Figure 4.3 shows the results of self-guided tomography under low statistical noise condition. The figures (a) to (c) show the results for qutrit ($d=3$), ququint ($d=5$) and quvigint ($d=20$), respectively. To draw these diagrams, we have used infidelity to provide a clearer view of the results. The dashed blue curves represent the experimental data which for the case of qutrit and ququint are the median of 50—and for the quvigint the median of 20—randomly chosen quantum states. The red solid lines are the simulated data achieved under the comparable condition with our experiment: the same count rate of $\sim 105$ Hz, dark count rate, and technical noise (to simulate the alignment imperfections). Since the simulation process is much quicker than experiment, the results are the median of 1000 random states in order to obtain higher precision. The shaded area around each line covers the 25% to 75% uncertainty margin around the median. We have achieved the fidelities of $99.92^{+0.04}_{-0.17}$% for qutrit (after 100 iterations), $99.92^{+0.04}_{-0.07}$% for ququint (after 200 iterations), $99.1^{+0.2}_{-0.6}$% for quvigint (after 600 iterations). However, the asymptotic trend of self-guided tomography data in all the graphs denotes that any degree of accuracy is attainable at the cost of taking more steps toward the true state. As can be seen, although there is a nice consistency between the simulation and experiment of self-guided tomography for $d = \{3, 5\}$, for $d = 20$ the theoretical curve is deviated slightly from the experimental data which indicates inadequacy of the noise model in higher dimensions. Noise analysis for the case of quvigint shows that while crosstalk is dominant between the modes adjacent to the diagonal, the simulated noise model considers the crosstalk evenly distributed among all modes. To learn more about the nature of the discrepancies between our simulations and our experiments in self-guided
tomography of higher dimensions, we now explore the prepare-measure correlation matrices.

Figure 4.3: Self-guided tomography results for low statistical noise regime. The red solid lines represent the theoretical data while the blue dashed lines indicate the experimental results. The data is provided for (a) qutrit, (b) ququint, and (c) quvigint. The lines are the medians of the test results in each case, while the shaded regions cover the interval within 25% upper and lower of the fidelity median data. There is a nice consistency between theory and experiment for $d = \{3, 5\}$. However, for $d = 20$ there is a slight disagreement between the two which can be pertained to the inadequacies of the noise model in higher dimensions. Even so the shaded areas still overlap in this case. As we go to higher dimensions, there is a need for more iterations to obtain higher fidelities. For example, reaching 99% fidelity requires 29, 62, and 566 iterations for 3, 5, and 20 dimensions, respectively. Note that with the limitations of standard tomography, achieving such level of fidelity is practically impossible for quvigints. (From [1]).

4.3 Prepare-Measure Correlation Matrices

The prepare-measure correlation matrix is a $d \times d$ matrix which shows how well we can prepare and measure modes. The elements of the matrix are a measure for the overlap of the optical modes $\langle \sigma | \psi \rangle$, where $| \psi \rangle$ is the prepared mode and $| \sigma \rangle$ is the measured mode. Ideally, the matrix element will be high if we are preparing and measuring the same mode, and zero otherwise. Thus, the matrix shows the crosstalk between the orthogonal modes forming the basis set of our $d$-dimensional Hilbert space. We use transverse spatial modes of light as described by the Laguerre-Gaussian (LG) basis. To ascertain the accuracy of our measurements, we first experimentally derive the prepare-measure correlation coefficients for the states of the logical basis for each dimension $d$. It is important to ensure that the overlap between orthogonal modes is minimised.

The LG modes of light are prepared using two SLMs which encode the theoretical true state (encoding, eSLM) and measure the estimated state (measurement, mSLM). To measure each element of the prepare-measure correlation matrix, we prepare one of the eigenstates on the eSLM and measure it against all eigenstates on the mSLM. The maximum overlap is achieved when each spatial mode is projected onto itself resulting in a Gaussian beam shape which is then coupled into a single mode fibre and further to a single photon detector that records the number of counts.
To optimize the prepare-measure correlation matrix, the setup needs to be precisely aligned. Small degrees of misalignment in optical elements can result in significant overlap between orthogonal modes which appears as a none-zero off-diagonal correlation coefficient. We have measured the matrices for three different dimensions $d = 3, 5, 20$ as shown in Figure 4.4 in the left (simulation) and right (experiment) column.

We would like to highlight that in the experimental results, the off-diagonal matrix elements show some overlap between nominally orthogonal modes. This overlap is not equally distributed over the matrix but rather favours adjacent modes before quickly tapering off for more distant states. This implies there are mode-dependent correlations and losses leading to a complex dependence of the experimental errors on the encoded/measured modes. To compare the experiment with simulations we introduce the visibility $V$. It is defined as the ratio of the sum of diagonal entries to the sum over all matrix elements, i.e.

$$V = \frac{\sum_{i=1}^{d} N_{ii}}{\sum_{i,j=1}^{d} N_{ij}},$$

(4.3)

where $N_{ij}$ is the number of counts registered by the detector for encoded mode $i$ and measured mode $j$.

We reach a maximum experimental visibility of $V=99.77 \pm 0.01\%$ in our experiment for $d=3$.

Table 4.2: Experimental results for the visibilities of the prepare-measure correlation matrix for different dimensions given by Eq. (4.3). The uncertainties are calculated via error propagation of Poissonian counting noise.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Visibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 3$</td>
<td>$99.77 \pm 0.01%$</td>
</tr>
<tr>
<td>$d = 5$</td>
<td>$99.09 \pm 0.01%$</td>
</tr>
<tr>
<td>$d = 20$</td>
<td>$97.64 \pm 0.01%$</td>
</tr>
</tbody>
</table>

To simulate our experimental results, we recreate the experimental values for dark counts ($N \sim 10^2$–$10^3$) and counting noise ($\Delta N \sim 10^2$–$10^3$) and introduce a random noise parameter to simulate all other noise sources. We then use the parameters to calculate average visibilities and tune the noise parameter to recreate the experimental value. Unlike the experimental case, the simulated noise is uniformly distributed over all values $N_{ij}$. The mode dependent loss is different for each mode (superposition of modes) and largely depends on the efficacy of the phase-flattening. We did not implement these in the simulations and as a result, we expect some deviations between the theoretical and experimental results of the prepare-measure correlation matrix, especially for higher $d$ where modes with a higher mode number have less counts compared to the modes that have a lower mode number, see Figure 4.4c and f). This furthermore explains the mentioned differences between theory and practice of self-guided tomography of higher $d$ with transverse spatial modes. Fortunately, the majority of the effect of mode-dependent loss is overcome by the self-guided tomography algorithm in our experiment as highlighted by the very small infidelities achieved in this research.
Figure 4.4: Comparison of simulated (a–c) and experimental (d–f) prepare-measure correlation matrices for different dimensions $d=3, 5, 20$, respectively. Each element of the matrix is determined by registering the counts when encoding one mode on the eSLM (vertical axis)—we show only the azimuthal index for brevity—and another mode on the mSLM (horizontal axis). The nature of the experimental crosstalk, favouring adjacent modes especially visible for higher dimensions, is different from our simulations which show uniformly distributed noise. We used the set of Laguerre-Gaussian modes for our experiment, but any set of orthogonal modes will suffice.
4.4 Self-guided Tomography in High Levels of Noise

In the next step, we implemented the self-guided tomography algorithm for low count rates to investigate its robustness to high statistical noise. To provide such a noise level, we decreased the number of copies of the quantum states per iteration, $N$. The number of counts has been reduced to around 8 counts—$\Delta N = \sqrt{N} \sim 9$—for $d=3$ and $5$, and around 1200 counts—$\Delta N \sim 32$—for $d=20$ which resulted in fidelities of: $98.6^{+0.8}_{-1.3}\%$ for qutrits (after 100 iterations, Figure (4.5a)); $97.6^{+1.2}_{-1.1}\%$ for ququints (after 200 iterations, Figure (4.5b)); and $95.1^{+1.0}_{-2.7}\%$ for quvigints (after 600 iterations, Figure (4.5c)). The graphs compare the experiment (dashed blue line) versus the equivalent simulated data (solid red line) for different dimensions. The experimental data shows continuing convergence to small infidelities, comparable with the theoretical results and highlights the robustness of self-guided tomography to high statistical noise. Similar to the high statistical noise condition, while the infidelities for lower dimensions still overlap within the shaded uncertainty regions, the simulation for the quvigint faces the same limitations as we already discussed.

![Figure 4.5: Self-guided tomography in the presence of high statistical noise for (a) qutrit in 100 iterations, (b) ququint in 200 iterations, and (c) quvigint in 600 iterations. The dashed blue lines indicate the self-guided tomography results under the presence of high statistical noise, whereas the solid red lines are the equivalent simulations. The shaded area around each line surrounds the data 25\% above and below the median. Although the simulations predict the experimental results with high precision for $d=3, 5$, there is a slight deviation between the theory and experiment in the case of $d=20$, since the ability of the noise model to simulate the noise sources diminish in higher dimensions. (From [1]).](image)

4.5 Self-guided Tomography in Turbulent Atmosphere

Atmospheric turbulence is a major source of fluctuations in optical communication systems. It particularly affects the transverse modes of light in both intensity and phase causing considerable deviation of the original shape. So as the third test of self-guided tomography we investigated the transmission of the light beam through a weak turbulent atmosphere. To do so we generated the
phase holograms using a theoretical approximation known as Kolmogorov thin-phase aberration which already has been tested on photons carrying orbital angular momentum \([140-142]\). The impact rate of turbulence in this simulation method is controlled by a set of parameters embedded in the formulation including the beam size, Fried parameter \(r_0\), and the atmospheric turbulence strength \(C_n^2\). To simulate a weak turbulence atmosphere, we chose \(C_n^2=10^{-18} \text{ m}^{-2/3}\) in a transmission distance of \(Z\approx1 \text{ km}\) resulting in a phase value range of \([-\pi/5, \pi/5]\). The relation is

\[
r_0 = 0.185 \left( \frac{\lambda^2}{C_n^2 \cdot Z} \right)^{\frac{3}{5}},
\]

where \(\lambda\) is the light beam wavelength. Using the selected parameters, the intensity profiles are comparable to Krenn et al. \([143]\). As discussed earlier in section 2.6.2, Kolmogorov turbulence approximation governs the exponent and pre-factor. Although we considered \(C_n^2\) to be constant in our experiment, for real conditions the values of \(C_n^2\) and consequently \(r_0\) are strongly influenced by several items such as location,—e.g. urban vs. country areas, altitude—time of the day, atmospheric condition, and the photonic mode size. In our experiment, the beam diameter \(D\) is about 1 mm which is rather small comparing with experiments done under real life condition—in the order of several centimeters—e.g. in \([143]\). The ratio between \(D\) and \(r_0\) is an important scale of the mode shape susceptibility to the detrimental effects of the environment. According to the works done on optical angular momentum of dimensions up to 11, an acceptable stability was obtained for \(D/r_0 < 0.1\) \([142]\). In our experiment, we set our parameters such that \(D/r_0 \ll 1\) which easily satisfies this stability condition.

In order to minimize the simulation time of the phase hologram (which scales up with the total number of pixels) and also to avoid boundary effects, we chose its dimensions just large enough to fully cover the cross-section of the beam. For the beam diameter of 1 mm, our phase hologram dimensions were 150 by 150 pixels \((\sim 1.4 \times 1.4 \text{ mm})\) projected on the measurement state hologram. An instance of these generated screens is shown in Figure 4.6. At every measurement, we generate a new phase hologram and append it on the mSLM to the hologram of the state. This makes the simulation match well with the dynamic nature of the atmosphere.

Figure 4.7 compares the self-guided tomography results for high statistical noise (green dotted line) and weak atmospheric turbulent condition (purple dash-dotted lines). The sturdy operation of the algorithm is observable, leading to fidelities of \(99.4^{+0.4%}_{-0.6%}\) for qutrits (after 100 iterations, Figure 4.7(a)), \(99.2^{+0.3%}_{-0.5%}\) for ququints (after 200 iterations, Figure 4.7(b)), \(96.8^{+1.0%}_{-1.8%}\) for quvigints (after 600 iterations, Figure 4.7(c)). It is noteworthy that regardless of the type of noise in the system, the infidelity curves continue their descending trend allowing any desired accuracy to be achieved at the cost of more steps. This will be of more importance when the issue of quantum communication is raised in higher dimensions.
4.5. SELF-GUIDED TOMOGRAPHY IN TURBULENT ATMOSPHERE

Figure 4.6: A sample phase screen to simulate the atmospheric turbulence. In order to avoid long simulation times, the size of phase screen is chosen 150 by 150 pixels, approximately 1.4 by 1.4 mm which is large enough to surround the cross-section of the beam. The phase variation range is $\sim \pm \pi/5$, specified in the spectrum between white and dark blue. The turbulence holograms were displayed on the mSLM together with the hologram of the estimated quantum states. (From [1]).

Figure 4.7: Self-guided tomography results for high statistical noise (dotted green line) and weak atmospheric turbulence (dash-dotted purple line) for (a) qutrit, (b) ququint, and (c) quvigint. The lines are the median performance, and the shaded areas cover the region between 25% upper and lower bands of the median infidelities ($\left(50 \pm 25\right)$%). For all dimensions and under any condition, the infidelity results follow a descending trend. It indicates the robustness of self-guided tomography against imperfect environmental and experimental conditions. This ensures that any arbitrary precision is achievable just at the cost of more iteration. (From [1]).

To form a better understanding of comparing two methods, Figure 4.8 shows the tomography results for self-guided and standard tomography in 3 and 5 dimensions for which a fixed number of copies of the unknown states is used.
CHAPTER 4. SELF-GUIDED TOMOGRAPHY WITH QUDITS

Figure 4.8: Fidelities obtained by self-guided tomography (blue) vs. standard tomography (orange) for the same number of copies of the (a) qutrit, (b) ququint unknown states. The left, middle, and right pairs of bar graphs are respectively for low statistical noise, high statistical noise, and weak turbulence. On average, self-guided tomography outperforms by a factor of \(\approx 15\), \(1.4\), and \(5\), respectively in these regimes. It should be noted that self-guided tomography is still prone to converge to higher fidelities with more iterations. However, at the consequence of mode-dependent losses in our system, the fidelities achieved by standard tomography are fundamentally limited to the presented values. (From [1]).

In the process of standard tomography, we exploited maximum likelihood and root estimators [144] in measuring the full array of mutually unbiased bases (MUBs). For example, for a qutrit there are total of 12 states which are made of four bases, each one having three states [145]. Note that in practice standard tomography is not feasible in the case of quvigints, as it requires an overcomplete set of 780 states to be measured (as in [75, 146]) and then further demands considerable post-processing.

We realized that no matter which dimension we are working on, standard quantum tomography is unable to reach infidelities lower than a few percent range. However, as already mentioned there is no such restriction for self-guided tomography as it continuously steps toward more accurate results by taking more steps (Figure 4.3 and Figure 4.7). It also works more efficient than standard tomography as it reaches lower infidelities for the same number of copies of the state. Figure 4.8 affirms this by showing average of \(15\times\), \(1.4\times\), and \(5\times\) improved infidelities for low noise, high noise, and weak turbulence, respectively.

Table 4.3 represents the theoretical and experimental numerical data collected for self-guided tomography in all three dimensions under test as well as standard tomography data for qutrits and ququints. The data attained by both methods are for a fixed number of copies of the unknown state that makes them comparable in terms of efficiency (the accuracy and operating speed in estimating the unknown state) and required resources. To obtain more precise results for standard tomography on qutrits (ququints), each measurement was repeated ten times, therefore in total it was 120(300) experiments corresponding to 60(150) iterations in self-guided tomography, since each iteration of self-guided tomography contains two measurements. It is clear from the table that for self-guided tomography the experimental data are well fitted in the uncertainty ranges of simulated results. Also, independent of the dimension of the system, the fidelity values achieved through the standard tomography method do not exceed a certain range. The major cause of that is the existence of mode dependent losses in our system. While this imperfection has no effect on the efficiency of self-guided tomography.
Table 4.3: Fidelity data of self-guided tomography (SGT) vs. standard tomography (ST). To be comparable, an equal number of measurements for both self-guided tomography and standard tomography are performed (for \(d=3, 5\)). In the case of quvigints for which standard tomography is not practically possible, we consider the least necessary number of measurements equivalent to an over-complete tomography \cite{146} (\(\sim 800\), i.e. 400 iterations). All the fidelities are the medians over the number of repetitions, and the uncertainties cover the range of median \(\pm 25\%\). \(\text{sim} \equiv \text{simulations with 1000 random states; exp} \equiv \text{experiments with 50 and 20 random states for } d=3, 5\) and \(d=20\), respectively. (From \cite{1}).

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Qutrit, d = 3</th>
<th></th>
<th>Ququint, d = 5</th>
<th></th>
<th>Quvigint, d = 20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-guided</td>
<td>Standard</td>
<td>Self-guided</td>
<td>Standard</td>
<td>Self-guided</td>
</tr>
<tr>
<td></td>
<td>sim</td>
<td>exp</td>
<td>sim</td>
<td>exp</td>
<td>sim</td>
</tr>
<tr>
<td>Low noise</td>
<td>99.81 (\pm 0.12)</td>
<td>99.77 (\pm 0.10)</td>
<td>96.3 (\pm 1.0)</td>
<td>-</td>
<td>99.81 (\pm 0.11)</td>
</tr>
<tr>
<td>High noise</td>
<td>96.6 (\pm 1.4)</td>
<td>-</td>
<td>96.5 (\pm 1.6)</td>
<td>-</td>
<td>96.7 (\pm 1.2)</td>
</tr>
<tr>
<td>Turbulence</td>
<td>-</td>
<td>99.13 (\pm 0.49)</td>
<td>95.3 (\pm 0.9)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

4.6 Self-guided Tomography on Mixed Quantum States

When the state preparation process is not well controlled, obtaining a mixture of the pure states is unavoidable. As this may happen in almost any practical situation, it is worthy to examine the performance of SGT in this case. Of course here the quantum state estimation process changes to density matrix estimation. For this aim we adjusted the algorithm parameters as well as the Hyperparameters to run a test on 3-dimensional mixed states. A qutrit density matrix has nine elements randomly distributed in the positive or negative directions of each measurement step. We applied the same protocol to define the step size and direction as our work with pure states. This parameterization process eventually results in 3 eigenvalues \(v_{\pm,k}\) and eigenvectors \(\vec{w}_{\pm,k}\). By displaying these eigenvectors on the measurement SLM, we measured the probability distribution of the unknown mixed state.

\[
p_{\pm,k,i} = n_{\pm,k,i}/N_{\pm,k}. \tag{4.5}
\]

\(n_{\pm,k,i}\) are the photon counts corresponding to the overlap with the \(i\)th eigenvector, \(\vec{w}_{\pm,k,i}\) and \(N_{\pm} = \sum_i n_{\pm,k,i}\) is the sum of the counts for all eigenvectors. The gradient for the \(j\)th component at iteration \(k\) is

\[
g_{kj} = \frac{f(\sigma_{+,k}) - f(\sigma_{-,k})}{2\beta_k \Delta_{kj}}, \tag{4.6}
\]

while in the case of work with mixed states, the \(f(\sigma_{\pm})\) is no longer simply a pseudo-normalized probability but the quantum relative entropy

\[
f(\sigma_{\pm}) = \sum_i p_{\pm,k,i} \log \left( v_{\pm,k,i} \right). \tag{4.7}
\]

Note that while we have used the entropy, for this aim any quick function used in the estimation and optimization process could be used. The mixed state fidelity in this case requires a full tomography that contradicts our goal in utilizing self-guided tomography. The density matrix of the estimated mixed
state is as Eq. (4.8). We wouldn’t expect it to be fully decohered so we wouldn’t use a maximally mixed state. To make a mix state, we need to randomize the states that we prepare, so we can create the statistics of a mix state by randomly sampling from different states.

\[
\rho = \begin{pmatrix}
  p_1 & 0 & 0 \\
  0 & p_2 & 0 \\
  0 & 0 & p_3
\end{pmatrix}
\]  

\[(4.8)\]

The diagonal elements sum to one,

\[\sum_m p_m = 1. \]  

\[(4.9)\]

The procedure to specify the density matrix, \(\rho\) is to randomly pick one of the logical bases, \((|0\rangle, |1\rangle, |2\rangle)\) at each iteration while their probabilities, \(p_i\) are distributed unevenly. The selected basis becomes encoded on eSLM at each step of measurement.

Figure 4.9: Self-guided tomography on qutrit mixed states. The blue solid (dashed green) line represents low (high) statistical noise regime. The lines are medians and the shaded areas demonstrate the data 25% above and below the lines. (From [1]).

The results for high and low statistical noise are displayed with dashed green and solid blue lines, respectively. The total number of counts, \(N_{\pm}\) is about 800000 in low noise regime while it is just about 800 in high noise regime. we tested 20 randomly chosen mixed qutrits with purities \(P = \text{Tr} (\rho^2)\) in the range 0.34 to 0.88. For 500 iterations of self-guided tomography these fidelity results are achieved: 96.5\(^{+1.1}_{-3.2}\%\) \((88.9^{+5.2}_{-2.8}\%)\) after 500 (100) iterations in the low noise case, and 94.9\(^{+2.2}_{-2.0}\%\) \((91.6^{+3.3}_{-5.9}\%)\) for high statistical noise. The theoretical results after 500(100) iterations shows 99.1\% (93\%) fidelity which is slightly more than the experimental data as expected. The asymptotic behavior of the trending line clearly shows the power law relation between the infidelity in vertical axis and the number of iteration in the horizontal axis. The satisfactory results of applying self-guided tomography on mixed qutrits even under the effect of high statistical noise promise the reliability of this method for practical situations and high dimensional quantum systems which can be the subject of further researches.
Part II

Nanofabrication of Lithium Niobate Integrated Circuits
Chapter 5

Edge Coupler Design for LN Integrated photonics

5.1 Efficient Quantum Router for Real-world Quantum Networks

In today’s world, we are witnessing rapid and extensive progress in a variety of quantum technologies, with applications such as computing, sensors, simulation, and imaging. Connecting quantum devices to harness the full potential of these advancements requires a quantum network. An optical quantum network is the best option—similar to the classical networks—in terms of supporting high bandwidth, low operational costs, as well as overcoming on distance limitations via utilizing the speed of light and flexibility of optical fibers. However, in addition to these, a quantum network should possess some specific traits like having high efficiency, being ultra-low loss, and having the ability to support quantum features like coherence. To enable higher bandwidth, such a quantum network can support qudits, for example time-bin qudits which can be used in this project.

Although there have been several theoretical proposals to construct quantum networks, to date no fully quantum network has been built, because the real-world capabilities are lacking behind theory targets [147]. Generally, quantum network proposals have taken two different approaches. One is just to utilize linear photonic elements, where delay line play the part of memory; the second is to use both linear and nonlinear photonic components.

In this research, the goal of our team is to construct an efficient, robust, and fast quantum router that fulfills the requirements needed in a real-world quantum network. What makes this project practically unique is to take advantage of the exceptional properties of lithium niobate by utilizing the new essential discoveries in the Laboratory of Nanoscale Optics at Harvard [148]. Lithium niobate (LN) is the preferred optical platform for this project, since it has exceptional features which make it more suitable than silicon-on-insulator design of quantum routers. Namely: low loss rates in nanophotonic designs a hundred times better than silicon; three times more effective coupling to optical fiber; and fast electro-optic switching. The specific optical property expected of a material to be considered as a viable stage to apply nanophotonic designs on is to support active switching in the order of GHz
while still keeping the loss rates extremely low. Although LN thin film on insulator has been known as a very low loss structure for years \[149\], the issue of partially confining the optical modes typically reduce its effectiveness and speed of active switching.

In 2017 the Loncar group \[148\] showed that it is possible to have tight confinement of modes inside the LN waveguide while keeping the losses low. There have been some reports of successfully applying this new technique, which has resulted in promising outcomes \[150, 151\]. These breakthroughs in the fabrication process of LN thin-film are due to the recent developments in nanofabrication related technologies. These technologies, namely:

1. Improved lithography facilities to implement high-resolution patterns,
2. Inductively coupled Plasma-Reactive Ion Etching (ICP-RIE) technique to produce better-defined structures,
3. Plasma Enhanced Chemical Vapour Deposition (PECVD) to attain smoother and more homogeneous structures, and
4. Advanced modelling platforms like Lumerical Solution Software to design complex combinations of optical and electrical structures,

have been critical game-changers in enhancing the quality and precision of LN nanofabrication.

5.2 Approaches and Methods

A quantum router is a key component in universal linear-optics quantum computing. It has been proven by Rohde \[152\] that the device shown in Figure 5.1 containing two embedded fiber loops, a single photon source, three dynamically controlled beam-splitters, and a single time-resolved photodetector is a universal unitary, as it is the temporal equivalent of the Reck-Zeilinger universal unitary \[153\] and therefore qualified to be used for quantum computation purposes. The size of such a device depends on the materials used in different parts which specifies the refractive index of the photons. Other influential parameters on the circuit size are the lengths of the inner and outer loops which are dependent on the frequency of the photon pulses from the source as well as the number of photon pulses, \(n\), in the circuit. So, in order to construct this device as our quantum router, the framework of the full quantum router project is divided into four subsections which are as follows:

1. Developing efficient fiber-to-chip coupling mechanism,
2. Providing efficient design of on-chip delay loops for Quantum Router timing,
3. Investigation for efficient switching rate designs,
4. Demonstration of the Quantum Router operating inside a quantum network.
As can be seen, in the first half of the project, the main focus is on the design optimization of the coupling structures and delay loops as the building blocks of the quantum routers. While on the second half, the primary focus is to construct an efficient composite structure of the components achieved in the first half as well as optimization of the initial product in real-world conditions in a compact but scalable quantum network. In this research our focus is on the first segment of the overall project, however, at this point let us talk about each step in more detail.

Figure 5.1: The schematic view of the Universal Quantum Processor. A beam splitter as an active element does the universal operations by inserting a fraction of the coming pulse into the inner loop and interacting it with the next pulse. The remainder of the first pulse goes through the outer loop to implement arbitrary transformations in the case of switch on or will be guided out of the device to be detected when the switch is off. (From [152]).

1. Developing efficient fiber to chip coupling mechanism. When we couple the light from an optical fiber into a nano-size waveguide, there is a huge difference between the mode field diameters in the fiber and the waveguide. The main goal here is to provide an efficient design to overcome the mode mismatch between the optical fiber and the nano-size waveguide. There has been a proposal that suggests an inverse taper structure to resolve this issue [154]. Such a design has shown a significant increase in the coupling between fiber and silicon-based chips, Figure 5.2. Other trials in this field have confirmed very low coupling losses in the range of 0.25dB for the mode diameter of 3µm and 0.5dB for 1.5µm modes [155, 156]. Our target diameters for the LN chip design are in this range as well. So, at this stage, I searched for the most efficient taper designs, and targeted mode sizes to improve the coupling losses to below 1dB. The first approach I am going to take is to modify the guiding taper shown in Figure 5.2 for our system. In case this approach does not meet our low-loss expectations, there are some alternative methods: i. exposed cantilevers [155]; and ii. inverse multimode splitters [157] where multiple smaller waveguides transfer the optical mode to a broad mode combination region. As a member of this project, my task is to investigate the most efficient coupling design.

2. Providing efficient design of on-chip delay loops for Quantum Router timing. For a real-world quantum network, it is necessary to provide a design which ensures high temporal flexibility. Delay loops are the structures considered for such a task. The aim of the second part is to design a minimized loss waveguide on LN which satisfies this timing property of a quantum network.
3. Investigation for efficient switching rate designs. In the third segment of the project, the main goal is to investigate the optimal electro-optical switching design that provides fast switching rates while still keeps the loss rates low.

4. Demonstration of the Quantum Router operating inside a quantum network. In the last part of this project, our team will examine the operational capabilities of our developed structure over the previous three steps by deploying it in a quantum network.

Figure 5.2: (a) A schematic view of the bilayer LN edge coupler designed and optimized to support a transverse electric (TE) optical mode. It is built of a tapered rib waveguide (of length $L_1$) on an adiabatically tapered slab layer (of length $L_2$). (b) to (d) display the variation of the beam cross-section while propagating through the coupler. The (TE) optical mode at (b) the tip of the slab waveguide with the width of $W_2$, (c) just before the connection point of the rib and slab layer with the slab width of $W_1$, and (d) bilayer region. (From [158]).

5.3 LN Photonics Edge Coupler

In Silicon-on-Insulator (SOI)-based photonics, the standard method to couple the light between the single mode fiber and any other photonic device—such as modulators, lasers, and detectors—is edge coupling. These couplers transform the highly confined mode of the waveguide to a larger mode of a fiber by gradually transforming the mismatches in the mode-size and the effective index of both sides of the junction. The main advantages of using edge couplers are their broadband response, low insertion loss—lower than 0.5 dB [156,159]—and supporting both TE and TM modes. However, in conventional integrated lithium niobate (LN) photonics, despite the high performance and very low
on-chip losses (\(\sim 0.03\text{-}0.1\ \text{dB/cm}\)), their utilization has been challenged due to lossy fiber-to-chip coupling (\(\gtrsim 10\ \text{dB/facet}\)) \cite{160, 161}. In 2019, the Loncar group in Harvard \cite{158} proposed a low-loss mode size converter which demonstrates the coupling loss lower than 1.7 dB/facet between a standard lensed fiber and micrometer-scale LN rib waveguides.

The inversely tapered design increases the optical mode size on the chip, resulting in reduction of the insertion loss as well as improvement of the alignment tolerance during the assembly process of the integrated circuit. As seen in Figure 5.2(a), the mode converter is bilayer, consisting of a tapered rib waveguide on top of a tapered slab layer: both rib and slab are inversely tapered. Beneath the two layers is the buried layer of silicon oxide and beneath that the silicon substrate. Single layer inverse taper couplers, similar to the one proposed in \cite{154}, are not readily applicable in lithium niobate (LN) photonics. In an LN integrated circuit, the rib waveguide is a critical part of the design in order to couple the electric field efficiently into the slab waveguide. However the rib-only tapered structure poorly transmits the optical mode between the rib and slab. To overcome this problem, in the design shown in Figure 5.2, the slab waveguide is adiabatically tapered as well. Such a bilayer taper design gradually reforms the rib waveguide mode to a symmetric quasi-circular output mode. Figure 5.2 (b) to (d) demonstrates the gentle transformation of the input mode through the rib and slab waveguides.

In order to model and optimize this design, I used Lumerical solution software in 3D-FDTD (Finite Difference Time Domain) mode. The performance of this mode size converter as reported in the reference \cite{158} is as shown in Figure 5.3. In this graph, the fiber-to-fiber transmission of the LN integrated ring resonator with and without the tapered coupler as a function of wavelength is drawn. The results show a reduction in coupling loss—from 11-14 dB (gray curve) to 3-5 dB (red curve)—in all range of the tested spectrum (1480 nm to 1680 nm).

![Figure 5.3: The fiber-to-fiber transmission loss diagram of a LN integrated ring resonator with (red curve) and without (gray curve) tapered coupler design introduced in Figure 5.2. The coupling loss has decreased from \(\sim 11\text{-}14\ \text{dB}\) with no tapered coupler to \(\sim 3\text{-}5\ \text{dB}\) with the bilayer tapered coupler. (From \cite{158}).](image-url)
Figure 5.4: The inversely tapered bilayer edge coupler proposed in [158], simulated via Lumerical solution software. The parameters applied for this first implementation are those defined in the mentioned article. The purple circle at the end of back view of the waveguide—the top left figure—demonstrates the beam path through the rib-slab common region.

A schematic of the design simulated using Lumerical solution software is shown in Figure 5.4. It would be time consuming to consider all the factors that affect attenuation during coupling for a broad spectral range: to ensure speedy modelling, I based my design and optimization for the wavelength $1.55\mu m$. Figure 5.4 shows the simulated waveguide.

Figure 5.5: Propagation of the beam through (a) the slab waveguide, (b) the rib waveguide, as well as (c) the cross-section profile of the optical mode at the bilayer region, i.e. the rib-slab common region. Note that the length covered in (a) and (b) is the whole length of the edge coupler shown in Figure 5.4 including both tapered and straight parts of the waveguide. The monitor in figure (a) is placed at the middle of the slab waveguide, while in figure (b), the monitor is at the height center of the rib waveguide. Figure (c) also is the beam profile monitored at the end of the edge coupler structure; (see the top left of Figure 5.4).
Figure 5.5 demonstrates the propagation of the beam through the slab waveguide: Figure 5.5a) is for the slab waveguide, Figure 5.5b) for the rib waveguide, and Figure 5.5c) is the cross-section profile of the optical mode at the bilayer region. The total transmission of the TE field through the waveguide as a function of the wavelength is shown in Figure 5.6. At this step the parameters defined in [158] are applied. The transmission efficiency at the wavelength 1.55\( \mu m \) is about 79%.

![Graph showing transmission as a function of wavelength](image)

Figure 5.6: The total transmission of the simulated waveguide in Figure 5.4 as a function of the wavelength. In the spectral range 1.48\( \mu m \) to 1.68\( \mu m \) the transmission efficiency of the edge coupler is between 70 to 80%.

![Graph showing transmission versus wavelength](image)

Figure 5.7: The transmission versus wavelength. The effect of varying distance between the edge of the circuit and the rib-slab junction, \( T_{x} \), (in micrometres).

To optimize the simulated structure, we investigated the performance of the edge coupler under variation of several design parameters including curvature coefficients and thicknesses of the rib and
slab waveguides, the distance of the light source from the edge of the circuit and the tapered length of the rib. The results are shown in Figures 5.7 to 5.11. The impact of varying the distance from edge of the circuit to the rib-slab junction, T—see Figure 5.4—was the first parameter we examined. This distance was suggested to be 330 µm in [158]. The length of the tapered rib waveguide, $L_2$, was kept constant during this test. As the graph in Figure 5.7 displays, the suggested distance—shown by the dark-blue curve—still has the best transmission.

In the next step, we assessed varying the light source position from the edge of the circuit. The variation has been chosen in the range from 0 to 2.5 µm. The graph in Figure 5.8 clearly suggests the least distance possible of the light source from the edge of the coupler, i.e. the dark blue curve. Note that the V-shape valleys appear to be an artifact of the simulation software: when we changed to higher level accuracy—which took more than eight times longer to run—the V-shapes moved to lower wavelengths but did not disappear. Further work will be needed to investigate how to remove these artifacts, which also feature in Figures 5.7 to 5.11.

The thickness of the LN thin film utilized in the main paper was 600 µm which was divided to 250 µm the height of the slab waveguide, $h_{slab}$ and 350 µm for the rib waveguide, $h_{rib}$. So we decided to examine the impact of different thickness ratios between the slab and the rib waveguide. The only conclusion from the results in Figure 5.9 is that for $h_{rib} > 350$ and $h_{slab} < 250$, the transmission of the coupler becomes worse, while for thicker slab and thinner rib waveguides, the efficiency is high and relatively unchanged. Of course, the best combination should be determined according to the optimal values for other parameters.
Figure 5.9: The effect of different ratios of the slab and rib waveguides thicknesses on the transmission efficiency. In the legends, $S$ and $R$ stand for the slab and rib waveguide thickness, respectively. The length unit is in micrometer.

Figure 5.10: Changes in waveguide efficiency under the influence of changes in curvature coefficient of the slab layer.

We also have tested the effect of changing the curvature coefficients of the slab and the rib waveguides. Figures 5.10 and 5.11 show the results for these tests. The larger the coefficient, the more the curvature.
For the slab waveguide the smaller coefficients result in more transmission. Of course, for an optimized design, what matters is the collective efficiency of all parameters, but the graph can make us sure that for the current length of the slab waveguide, select its curvature coefficient in the range lower than 4. Interestingly, Figure 5.11 conveys that changing the rib tapered waveguide coefficient has no effect on the transmission of the waveguide. It is worth to test the truth of this argument with different lengths of the rib waveguide.

Figure 5.11: Changes in waveguide efficiency under the influence of changes in curvature coefficient of the rib layer.

In future work, remaining parameters to be investigated in order to achieve an optimum design could include wall angles, and widths and lengths of both waveguides. The optimal combination of parameters may be obvious, or may require computer-aided analysis. It is also not feasible to run all the simulations at the highest accuracy level as typically each curve for this structure—despite applying symmetry—takes ~ 3 hours at the lowest accuracy level; the next level takes ~ 24 hours (in Lumerical there are eight levels of accuracy overall). Altogether, micro-circuit design using lithium niobate is rather new field and the applicability of many ideas from silicon photonics may be considered to be examined in lithium niobate photonics and of course our project in the future investigations.
Chapter 6

Conclusion

In this research, we experimentally investigated the functionality of self-guided quantum tomography in high-dimensional state spaces of a photonic system and showed its superiority to the standard quantum tomography method. Self-guided tomography can be applied on any other quantum system and is especially the better candidate for those with high preparation fidelity but limited capability in providing high numbers of copies, such as trapped ions.

We tested self-guided tomography in three qudit spaces of 3, 5, and 20 dimensions under three different regimes: low statistical noise; high statistical noise; and low atmospheric turbulence. The results generally show a converging trend to lower infidelities, independent of any experimental or environmental imperfection or error in the system, see Figures 4.6 and 4.7. Thus we can achieve any desired accuracy in estimating the unknown state at the cost of more iterations. Based on these findings—that SGT is robust against the impact of different noise sources—self-guided tomography can be considered as the preferred method of quantum state estimation for many complex systems, unlike standard quantum tomography which is highly susceptible to imperfections in the system, e.g. mode-dependent losses in our case, see Figure 4.8. Although our experiments have been done with highly pure quantum states, this method is also applicable for mixed quantum states, by adding a post-processing step on the outcomes obtained after each iteration [162]. An open question is what degree of mixture or entropy finally suppresses the performance of this powerful algorithm either in accuracy or scaling? Apart from quantum state estimation, self-guided tomography has been used to characterize the quantum processes of qubits [163] which again is extendable to the processes in higher dimensions. The consistency of self-guided tomography with underlying physical architecture makes it applicable in dealing with any high dimensional quantum system, from a simple spin-half qubit to an array of entangled qudits.

In the second part of this thesis we addressed designing a high performance edge coupler to be used in a quantum circuit. We started with simulating a micro-design proposed by Loncar group in Harvard [158]. This design suggests a low-loss fiber to chip connection for lithium niobate photonic integrated circuits. What we are following is to extract a modified version for our quantum router which requires an optimal combination of parameters via computer-aided analysis.
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Appendix A

Appendix

A.1 Python Code to Produce Holograms and Aligning the SLMs

The procedure of aligning the SLMs for tomography measurements is a time consuming process that requires high levels of accuracy. Here we present a code that is able to center the encoding and measurement SLMs in a reasonable time and with considerable accuracy. At the start, the algorithm prepares gaussian mode, TEM$_{00}$, on the measurement SLM and a higher order Laguerre Gaussian Vortex mode, LGV$_{0i}$—doughnut mode, where $i$ is the azimuthal mode index—on the eSLM—see part 2. Then it produces the holograms corresponding to these quantum states on the SLMs screen—see part 3. Now by keeping the Gaussian mode on the measurement SLM still and translating the doughnut mode on the eSLM horizontally, it registers the overlapping map of the two quantum states. According to the results, it substitutes a new set of coordinates for the moving hologram. This becomes repeated until a sharp V shape Valley appears out of this step—see part 4. Then at the next step, the doughnut mode will be replaced by Gaussian mode the same as the quantum state and its corresponding hologram on the measurement SLM. This time in the vertical direction, the overlap of both modes becomes registered—see part (5.1). The result is a bell curve shape. Again the coordinates become replaced with more accurate ones. Now algorithm changes the order. It translates the hologram of the Gaussian mode on the mSLM—that was constant up to this step—over the hologram of the encoding SLM—see part (5.2). Through analyzing the data obtained from the bell shape curves, the alignment optimization continues. Repeating this process results in more and more accurate coordinates. With the new coordinates, both SLMs centers will be well aligned.
0.1 Start by loading all required packages

```python
# General packages for scientific programming
import numpy as np
from scipy.special import eval_genlaguerre
from scipy.misc import factorial
import matplotlib.pyplot as plt
from scipy.optimize import curve_fit

# Import functions and objects for slm_essentials and encoding (included in bin)
from bin.slm_essentials import *
from bin.encoding import *
```

0.2 General SLM parameters

```python
pxl_x, pxl_y = 1200,1200
x_dim, y_dim = 12, 12                  # x,y dimensions of SLM in mm
ratio = pxl_x/x_dim
pxl_s = 1/ratio
wavelength = (820e-9)*1e3              # Wavelength in mm
```

1 Hologram Parameters

```python
#-------------------------- Encoding Hologram e parameters --------------------------
x0_e, y0_e = 0, 0                       # Center of beam on SLM (x,y) in mm
beam_waist_e = 1.0                      # beam radius of input beam (mm)
xrad_e, yrad_e = -1,0                   # Diffraction grating angles
focal_e = 10e3                           # Digital lens focal length in mm

#-------------------------- Measurement Hologram M parameters --------------------------
x0_m, y0_m = 0, 0                       # Center of beam on SLM (x,y) in mm
beam_waist_m = 1.0                      # beam radius of input beam (mm)
xrad_m, yrad_m = 1,0                    # Diffraction grating angles
focal_m = 10e3                           # digital lens focal length in mm
```
2 Generate Measurement State

Encoding state

```python
l_e = np.array([1, 0, 0])  # Define charge values
p_e = np.array([0, 0, 0])  # Define radial index
A_e = np.array([1, 0, 0])  # Define a_i values
theta_e = np.array([0, 0, 0])  # Define theta values angles

# Create parameter array
parameter_array_e = create_parameter_array(A_e, theta_e, l_e, p_e)

# Make blank Qstate e-field profile object using the SLM parameters above
Encoding = Qstate(r_mesh_e, phi_mesh_e, wavelength=wavelength, w0=beam_waist_e)

# Update the e-field according to our state
Encoding.superposition(parameter_array_e)

Psi_r_phi = Encoding.state
```

```python
plt.imshow(np.abs(Psi_r_phi))
plt.xticks([])
plt.yticks([])
plt.show
```
Measurement state

```
# Define charge values
l_m = np.array([0,0,0])

# Define radial index
p_m = np.array([0,0,0])

# Define a_i values
A_m = np.array([1,0,0])

# Define theta values angles
theta_m = np.array([0,0,0])

# Create parameter array
parameter_array_m = create_parameter_array(A_m, theta_m, l_m, p_m)

# Make blank Qstate e-field profile object using the SLM parameters above
Measurement = Qstate(r_mesh_m,phi_mesh_m, wavelength=wavelength, w0=beam_waist_m)

# Update the e-field according to our state
Measurement.superposition(parameter_array_m)

M_r_phi = Measurement.state
```

```
plt.imshow(np.abs(M_r_phi))
plt.xticks([])
plt.yticks([])
plt.show()
```
3 Creating Holograms

[9]: ################# Encoding Hologram ####################

```python
# Create hologram object of encoded amplitude matrix
hologram_e = QHologram(Encoding)

# Add diffraction grating using angles defined earlier
hologram_e.add_angles(xrad_e, yrad_e)

# Add lens using focal length defined earlier
hologram_e.LensHologram(focal_e)

# Modulate the amplitude of the array
hologram_e.josa_array()

# Create final hologram
hologram_matrix_e = hologram_e.create_hologram()

plt.imshow(hologram_matrix_e,cmap='gray')
plt.xticks([])
plt.yticks([])
plt.show()
```
# Create hologram object of encoded amplitude matrix
hologram_m = QHologram(Measurement)

# Add diffraction grating using angles defined earlier
hologram_m.add_angles(xrad_m, yrad_m)

# Add lens using focal length defined earlier
hologram_m.LensHologram(focal_m)

# modulate the amplitude of the array
hologram_m.josa_array()

# Create final hologram
hologram_matrix_m = hologram_m.create_hologram()

plt.imshow(hologram_matrix_m, cmap='gray')
plt.xticks([])
plt.yticks([])
plt.show()
4 Optimization of Encoding SLM Position Along the x and y Axes

4.1 Translation of Encoding SLM in X Direction

```python
# Taking the Encoding state to a side to start scanning
x_e = np.linspace(-x_dim/2+B, x_dim/2+B,pxl_x)
y_e = np.linspace(-y_dim/2+y0_e ,y_dim/2+y0_e ,pxl_y)
X_e, Y_e = np.meshgrid(x_e,y_e)
r_mesh_e, phi_mesh_e = cartesian2polar(X_e,Y_e)

# Make blank Qstate e-field profile object using the SLM parameters above
Encoding = Qstate(r_mesh_e,phi_mesh_e, wavelength=wavelength, w0=beam_waist_e)

# Update the e-field according to our state
Encoding.superposition(parameter_array_e)
```
\[
\Psi_{\text{temp}}_x = \text{Encoding.state}
\]

\[
\text{hologram}_e = \text{QHologram(Encoding)}
\]

\[
\text{plt.imshow(np.abs(Psi_temp_x))}
\]

\[
\text{plt.xticks([])}
\]

\[
\text{plt.yticks([])}
\]

\[
\text{plt.show()}
\]

---

[13]:
\[
\text{xe_lin=[]} \\
\text{Pr_xelin =[]}
\]

\[
\text{for k, i in enumerate(np.arange(x0_e-B,x0_e+B,m))):
}

\[
\# \text{ roll along } x_e
\]

\[
\text{Psi_temp}_x = \text{np.roll(Psi_temp}_x,\text{step})
\]

\[
N = \text{np.abs(np.sum((np.conjugate(Psi_temp}_x)\ast \text{Psi_temp}_x)))}
\]

\[
C = \text{np.abs(np.sum((np.conjugate(M_r_phi)\ast \text{Psi_temp}_x)))}
\]

\[
\text{xe_lin.append(i)}
\]

\[
\text{Pr_xelin.append(C/N + np.random.normal(0,0.015))}
\]

[14]:
\[
\text{plt.plot(xe_lin, Pr_xelin, 'b+', label='data',alpha=1)}
\]

\[
\# \text{Fit for the parameters } a, b, c \text{ of the function } \text{func:}
\]

\[
\text{popt, pcov = curve_fit(func, xe_lin, Pr_xelin)}
\]
```python
x_fit = np.linspace(-B,B,100)

plt.plot(x_fit, func(x_fit, *popt), 'r-', label='fit')
plt.vlines(popt[2],0,1, 'k', 'dashed')

plt.xlabel('x')
plt.ylabel('y')
plt.legend()
plt.show()

print(popt)

plt.imshow(np.abs(Psi_temp_x))
plt.xticks([])
plt.yticks([])
plt.show()
```

```
[0.26696404 0.54094317 0.96257382 0.19184775]
```
x₀ₑ = np.round(popt[2], 2)

print(f"x₀ₑ = {x₀ₑ}")
x₀ₑ = -0.1

4.2 Translation of Encoding SLM in Y Direction

# Taking the Encoding state to a side to start scanning
xₑ = np.linspace(-x_dim/2 + x₀ₑ, x_dim/2 + x₀ₑ, pxl_x)
yₑ = np.linspace(-y_dim/2 + B, y_dim/2 + B, pxl_y)
Xₑ, Yₑ = np.meshgrid(xₑ, yₑ)
r_meshₑ, phi_meshₑ = cartesian2polar(Xₑ, Yₑ)

# Make blank Qstate e-field profile object using the SLM parameters above
Encoding = Qstate(r_meshₑ, phi_meshₑ, wavelength=wavelength, w₀=beam_waistₑ)

# Update the e-field according to our state
Encoding.superposition(parameter_arrayₑ)

Psi_temp_y = Encoding.state

hologramₑ = QHologram(Encoding)

plt.imshow(np.abs(Psi_temp_y))
plt.show()
ye_lin = []
Pr_yelin = []

for k, i in enumerate(np.arange(y0_e-B,y0_e+B,m)):
    # roll along y_e
    Psi_temp_y = np.roll(Psi_temp_y, step, axis=0)

    N = np.abs(np.sum((np.conjugate(Psi_temp_y)*Psi_temp_y)))
    C = np.abs(np.sum((np.conjugate(M_r_phi)*Psi_temp_y)))
    ye_lin.append(i)
    Pr_yelin.append(C/N + np.random.normal(0,0.015))

plt.plot(ye_lin, Pr_yelin, 'b+', label='data', alpha=1)
#Fit for the parameters a, b, c of the function func:
popt, pcov = curve_fit(func, ye_lin, Pr_yelin)
x_fit = np.linspace(-B,B,100)

plt.plot(x_fit, func(x_fit, *popt), 'r-', label='fit')
plt.vlines(popt[2],0,1,'k','dashed')

plt.xlabel('x')
plt.ylabel('y')
plt.legend()
plt.show()
print(popt)
plt.imshow(np.abs(Psi_temp_y))
plt.xticks([])
plt.yticks([])
plt.show()

[ 1.00414083  1.41993777 -0.09863342 -0.00271039]
y0_e = np.round(popt[2],2)

print(f"y0_e = {y0_e}")

y0_e = -0.1

### Here we replace the x0_e and y0_e with the updated ones ###

x_e = np.linspace(-x_dim/2+x0_e, x_dim/2+x0_e,pxl_x)
y_e = np.linspace(-y_dim/2+y0_e ,y_dim/2+y0_e ,pxl_y)
X_e, Y_e = np.meshgrid(x_e,y_e)

r_mesh_e, phi_mesh_e = cartesian2polar(X_e,Y_e)

# Make blank Qstate e-field profile object using the SLM parameters above
Encoding = Qstate(r_mesh_e,phi_mesh_e, wavelength=wavelength, w0=beam_waist_e)

# Update the e-field according to our state
Encoding.superposition(parameter_array_e)

Psi_r_phi = Encoding.state

hologram_e = QHologram(Encoding)
5 Optimization of Measurement SLM Position Along the x and y Axes

5.1 Translation of measurement SLM in X direction

```python
# Taking the Measurement state to a side to start scanning
x_m = np.linspace(-x_dim/2+B, x_dim/2+B, pxl_x)
y_m = np.linspace(-y_dim/2+y0_m, y_dim/2+y0_m, pxl_y)
X_m, Y_m = np.meshgrid(x_m, y_m)
r_mesh_m, phi_mesh_m = cartesian2polar(X_m, Y_m)

# Make blank Qstate e-field profile object using the SLM parameters above
Measurement = Qstate(r_mesh_m, phi_mesh_m, wavelength=wavelength, w0=beam_waist_m)

# Update the e-field according to our state
Measurement.superposition(parameter_array_m)
M_temp_x = Measurement.state

hologram_m = QHologram(Measurement)

plt.imshow(np.abs(M_temp_x))
plt.xticks([])
plt.yticks([])
plt.show()
```
xm_lin=[]
Pr_xmlin=[]

for k, i in enumerate(np.arange(x0_m-B,x0_m+B,m)):
    # roll along x_m
    M_temp_x = np.roll(M_temp_x,step)
    N = np.abs(np.sum((np.conjugate(Psi_r_phi)*Psi_r_phi)))
    C = np.abs(np.sum((np.conjugate(M_temp_x)*Psi_r_phi)))
    xm_lin.append(i)
    Pr_xmlin.append(C/N + np.random.normal(0,0.015))

plt.plot(xm_lin, Pr_xmlin,
         'b+', label='data',alpha=1)

#Fit for the parameters a, b, c of the function func:
popt, pcov = curve_fit(func, xm_lin, Pr_xmlin)
x_fit = np.linspace(-B,B,100)

plt.plot(x_fit, func(x_fit, *popt), 'r-', label='fit')
plt.vlines(popt[2],0,1, 'k', 'dashed')

plt.xlabel('x')
plt.ylabel('y')
plt.legend()
plt.show()

print(popt)
plt.imshow(np.abs(M_temp_x))
plt.xticks([])
plt.yticks([])
plt.show()
```python
x0_m = np.round(popt[2],2)
```

```
[ 0.99628022 1.42612233 0.01449681 -0.00266292]
```

```
x0_m = np.round(popt[2],2)
```
5.2 Translation of Measurement SLM in Y Direction

```python
print(f"x0_m = {x0_m}")

x0_m = 0.01
```

```python
# Taking the Measurement state to a side to start scanning

x_m = np.linspace(-x_dim/2+x0_m, x_dim/2+x0_m, pxl_x)
y_m = np.linspace(-y_dim/2+B ,y_dim/2+B ,pxl_y)
X_m, Y_m = np.meshgrid(x_m,y_m)
r_mesh_m, phi_mesh_m = cartesian2polar(X_m,Y_m)

# Make blank Qstate e-field profile object using the SLM parameters above
Measurement = Qstate(r_mesh_m,phi_mesh_m, wavelength=wavelength, w0=beam_waist_m)

# Update the e-field according to our state
Measurement.superposition(parameter_array_m)

M_temp_y = Measurement.state

hologram_m = QHologram(Measurement)

plt.imshow(np.abs(M_temp_y))
plt.xticks([])
plt.yticks([])
plt.show()
```
```python
for k, i in enumerate(np.arange(y0_m-B,y0_m+B,m)):
    # roll along y_m
    M_temp_y = np.roll(M_temp_y,step,axis=0)
    N = np.abs(np.sum((np.conjugate(Psi_r_phi)*Psi_r_phi)))
    C = np.abs(np.sum((np.conjugate(M_temp_y)*Psi_r_phi)))
    ym_lin.append(i)
    Pr_ymlin.append(C/N + np.random.normal(0,0.015))
```

```python
plt.plot(ym_lin, Pr_ymlin, 'b+', label='data', alpha=1)
#Fit for the parameters a, b, c of the function func:
popt, pcov = curve_fit(func, ym_lin, Pr_ymlin)
x_fit = np.linspace(-B,B,100)
plt.plot(x_fit, func(x_fit, *popt), 'r-', label='fit')
plt.vlines(popt[2],0,1, 'k', 'dashed')
plt.xlabel('x')
plt.ylabel('y')
plt.legend()
plt.show()
print(popt)
plt.imshow(np.abs(M_temp_y))
plt.xticks([])
plt.yticks([])
plt.show()
```
A.1. PYTHON CODE TO PRODUCE HOLOGRAMS AND ALIGNING THE SLMS

```python
[9.88271864e-01  1.41800065e+00  1.07125568e-02  1.22927452e-03]

[28]: y0_m = np.round(popt[2],2)
```
y0_m = 0.01

5.3 Updating the Center Coordinates of the Measurement SLM

```python
### Here we replace the x0_m and y0_m with the updated ones ###
x_m = np.linspace(-x_dim/2+x0_m, x_dim/2+x0_m,pxl_x)
y_m = np.linspace(-y_dim/2+y0_m ,y_dim/2+y0_m ,pxl_y)
X_m, Y_m = np.meshgrid(x_m,y_m)
r_mesh_m, phi_mesh_m = cartesian2polar(X_m,Y_m)

# Make blank Qstate e-field profile object using the SLM parameters above
Measurement = Qstate(r_mesh_m,phi_mesh_m, wavelength=wavelength, w0=beam_waist_m)

# Update the e-field according to our state
Measurement.superposition(parameter_array_m)
M_r_phi = Measurement.state

hologram_m = QHologram(Measurement)
```

6 Print the Optimized Coordinates

```python
print("The optimized parameters are:",
      "Coordinates:",
      "x0_e: {}".format(x0_e),
      "y0_e: {}".format(y0_e),
      "x0_m: {}".format(x0_m),
      "y0_e: {}".format(y0_m),
      sep='\n')

The optimized parameters are:
Coordinates:
x0_e: -0.11
y0_e: -0.11
x0_m: 0.01
y0_e: 0.01
```
بنی آدم اعضای یکدیگرند
که در آفرینش زیک گوه‌رند
چو عضوی به درد آورد روزگار
دگر عضوها را خاند قرار
tوکر محنت دیگران بی‌غمی
نشاید که نامت نهند آدمی

سعدی‌شیرازی
گلستان
Human beings are members of a whole
    In creation of one essence and soul
    If one member is afflicted with pain
    Other members uneasy will remain
    If you have no sympathy for human pain
    The name of human you cannot retain

Saadi Shirazi
Golestan